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AUTHORITY

This publication has been developed by NIST to further its statutory responsibilities under the
Federal Information Security Modernization Act (FISMA), 44 U.S.C. § 3551 et seq., Public Law
(P.L.) 113-283. NIST is responsible for developing information security standards and guidelines,
including minimum requirements for federal information systems, but such standards and
guidelines shall not apply to national security systems without the express approval of the
appropriate federal officials exercising policy authority over such systems. This guideline is
consistent with requirements of the Office of Management and Budget (OMB) Circular A-130.

Nothing in this publication should be taken to contradict the standards and guidelines made
mandatory and binding on federal agencies by the Secretary of Commerce under statutory
authority. Nor should these guidelines be interpreted as altering or superseding the existing
authorities of the Secretary of Commerce, OMB Director, or any other federal official. This
publication may be used by nongovernmental organizations on a voluntary basis and is not
subject to copyright in the United States. Attribution would, however, be appreciated by NIST.

National Institute of Standards and Technology Special Publication 800-160, Vol. 2, Rev. 1
Natl. Inst. Stand. Technol. Spec. Publ. 800-160, Vol. 2, Rev. 1, 264 pages (August 2021)

CODEN: NSPUE2

This publication is available free of charge from:
https://doi.org/10.6028/NIST.SP.800-160v2rl-draft

Certain commercial entities, equipment, or materials may be identified in this document to
describe an experimental procedure or concept adequately. Such identification is not intended
to imply recommendation or endorsement by NIST, nor is it intended to imply that the entities,
materials, or equipment are necessarily the best available for the purpose.

There may be references in this publication to other publications currently under development
by NIST in accordance with its assigned statutory responsibilities. The information contained in
this publication, including concepts, practices, and methodologies, may be used by federal
agencies before the completion of such companion publications. Thus, until each publication is
completed, current NIST requirements, guidelines, and procedures, where they exist, remain
operative. For planning and transition purposes, federal agencies may wish to closely follow the
development of these new publications by NIST.

Organizations are encouraged to review draft publications during the public comment periods
and provide feedback to NIST. Many NIST publications, other than the ones noted above, are
available at https://csrc.nist.gov/publications.

Public comment period: August 5, 2021 through September 20, 2021

National Institute of Standards and Technology
Attn: Computer Security Division, Information Technology Laboratory
100 Bureau Drive (Mail Stop 8930) Gaithersburg, MD 20899-8930
Email: security-engineering@nist.gov

All comments are subject to release under the Freedom of Information Act (FOIA) [FOIA96].
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REPORTS ON COMPUTER SYSTEMS TECHNOLOGY

The National Institute of Standards and Technology (NIST) Information Technology Laboratory
(ITL) promotes the U.S. economy and public welfare by providing technical leadership for the
Nation’s measurement and standards infrastructure. ITL develops tests, test methods, reference
data, proof of concept implementations, and technical analyses to advance the development
and productive use of information technology (IT). ITL’s responsibilities include the development
of management, administrative, technical, and physical standards and guidelines for the cost-
effective security of other than national security-related information in federal information
systems. The Special Publication 800-series reports on ITL’s research, guidelines, and outreach
efforts in information systems security and privacy and its collaborative activities with industry,
government, and academic organizations.

ABSTRACT

This publication is used in conjunction with ISO/IEC/IEEE 15288:2015, Systems and software
engineering—Systems life cycle processes, NIST Special Publication (SP) 800-160, Volume 1,
Systems Security Engineering—Considerations for a Multidisciplinary Approach in the
Engineering of Trustworthy Secure Systems, and NIST SP 800-37, Risk Management Framework
for Information Systems and Organizations—A System Life Cycle Approach for Security and
Privacy. It can be viewed as a handbook for achieving the identified cyber resiliency outcomes
based on a systems engineering perspective on system life cycle processes in conjunction with
risk management processes, allowing the experience and expertise of the organization to help
determine what is correct for its purpose. Organizations can select, adapt, and use some or all of
the cyber resiliency constructs (i.e., objectives, techniques, approaches, and design principles)
described in this publication and apply the constructs to the technical, operational, and threat
environments for which systems need to be engineered.

KEYWORDS

Advanced persistent threat; controls; cyber resiliency; cyber resiliency approaches; cyber
resiliency design principles; cyber resiliency engineering framework; cyber resiliency goals; cyber
resiliency objectives; cyber resiliency techniques; risk management strategy; system life cycle;
systems security engineering; trustworthiness.
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CYBER RESILIENCY IN THE SYSTEM LIFE CYCLE

NIST is working with the United States Air Force and the Air Force Research Laboratory (AFRL) to
explore ways to incorporate the cyber resiliency constructs in this publication into the system
development life cycle through the use of automated support tools. The use of such tools can
help ensure that cyber resiliency requirements are clearly defined and can be more easily
integrated into the system development life cycle. Automated tools can provide an efficient and
effective vehicle for incorporating cyber resiliency capabilities into a variety of systems (e.g.,
weapons systems, space systems, command and control systems, industrial control systems,
enterprise IT systems) using any established life cycle development process or approach (e.g.,
agile, waterfall, spiral, DevOps). Automation can also support the rapid testing and evaluation of
cyber resiliency capabilities in critical systems to reduce the time to operational deployment.
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NOTES TO REVIEWERS

This update constitutes the first revision to NIST Special Publication (SP) 800-160, Volume 2. In
addition to a general review and update of the entire publication, there are five significant
changes that either add new content or move current content to a new location. These include:

1. Updating the controls that support cyber resiliency to be consistent with NIST SP 800-
53, Revision 5 [SP 800-53]

2. Standardizing on a single threat taxonomy (i.e., Adversarial Tactics, Techniques, and
Common Knowledge [ATT&CK] framework) [MITRE18]

3. Providing a detailed mapping and analysis of the cyber resiliency implementation
approaches and supporting controls to the ATT&CK framework techniques, mitigations,
and candidate mitigations

4. Eliminating Appendix F on Cyber Resiliency in the System Life Cycle which will be
reflected in the update to NIST SP 800-160, Volume 1 [SP 800-160 v1]

5. Moving cyber resiliency use cases and examples in Appendices | and J to the NIST SP
800-160, Volume 2 website at https://csrc.nist.gov/publications/detail/sp/800-160/vol-
2/final (available upon final publication)

Your feedback on this draft publication is important to us. We appreciate each contribution
from our reviewers. The very insightful comments from both the public and private sectors,
nationally and internationally, continue to help shape the final publication to ensure that it
meets the needs and expectations of our customers.
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CALL FOR PATENT CLAIMS

This public review includes a call for information on essential patent claims (claims whose use
would be required for compliance with the guidance or requirements in this Information
Technology Laboratory (ITL) draft publication). Such guidance and/or requirements may be
directly stated in this ITL Publication or by reference to another publication. This call includes
disclosure, where known, of the existence of pending U.S. or foreign patent applications relating
to this ITL draft publication and of any relevant unexpired U.S. or foreign patents.

ITL may require from the patent holder, or a party authorized to make assurances on its behalf,
in written or electronic form, either:

a) assurance in the form of a general disclaimer to the effect that such party does not hold
and does not currently intend holding any essential patent claim(s); or

b) assurance that a license to such essential patent claim(s) will be made available to
applicants desiring to utilize the license for the purpose of complying with the guidance
or requirements in this ITL draft publication either:

i) under reasonable terms and conditions that are demonstrably free of any unfair
discrimination; or

ii) without compensation and under reasonable terms and conditions that are
demonstrably free of any unfair discrimination.

Such assurance shall indicate that the patent holder (or third party authorized to make
assurances on its behalf) will include in any documents transferring ownership of patents
subject to the assurance, provisions sufficient to ensure that the commitments in the assurance
are binding on the transferee, and that the transferee will similarly include appropriate
provisions in the event of future transfers with the goal of binding each successor-in-interest.

The assurance shall also indicate that it is intended to be binding on successors-in-interest
regardless of whether such provisions are included in the relevant transfer documents.

Such statements should be addressed to: security-engineering@nist.gov.
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EXECUTIVE SUMMARY

The goal of the NIST Systems Security Engineering initiative is to address security, safety, and
resiliency issues from the perspective of stakeholder requirements and protection needs using
established engineering processes to ensure that those requirements and needs are addressed
across the entire system life cycle to develop more trustworthy systems.! To that end, NIST
Special Publication (SP) 800-160, Volume 2, focuses on cyber resiliency engineering—an
emerging specialty systems engineering discipline applied in conjunction with resilience
engineering and systems security engineering to develop more survivable, trustworthy systems.
Cyber resiliency engineering intends to architect, design, develop, maintain, and sustain the
trustworthiness of systems with the capability to anticipate, withstand, recover from, and adapt
to adverse conditions, stresses, attacks, or compromises that use or are enabled by cyber
resources. From a risk management perspective, cyber resiliency is intended to reduce the
mission, business, organizational, or sector risk of depending on cyber resources.

This publication is intended to be used in conjunction with ISO/IEC/IEEE 15288:2015, Systems
and software engineering—Systems life cycle processes; NIST SP 800-160, Volume 1, Systems
Security Engineering—Considerations for a Multidisciplinary Approach in the Engineering of
Trustworthy Secure Systems; and NIST SP 800-37, Risk Management Framework for Information
Systems and Organizations—A System Life Cycle Approach for Security and Privacy. The
application of the principles in this publication—in combination with the system life cycle
processes in SP 800-160, Volume 1, and the risk management methodology in SP 800-37—can
be viewed as a handbook for achieving cyber resiliency outcomes. Guided and informed by
stakeholder protection needs, mission and business assurance needs, and stakeholder concerns
with cost, schedule, and performance, the cyber resiliency constructs, principles, and analysis
methods can be applied to critical systems to identify, prioritize, and implement solutions to
meet the unique cyber resiliency needs of organizations.

NIST SP 800-160, Volume 2, presents a cyber resiliency engineering framework to help aid in
understanding and applying cyber resiliency, a concept of use for the framework, and the
engineering considerations for implementing cyber resiliency in the system life cycle. The cyber
resiliency engineering framework constructs include goals, objectives, techniques, approaches,
and design principles. Organizations can select, adapt, and use some or all of the cyber resiliency
constructs in this publication and apply the constructs to the technical, operational, and threat
environments for which systems need to be engineered.

Building off of the cyber resiliency engineering framework, this publication also identifies
considerations for determining which cyber resiliency constructs are most relevant to a system-
of-interest and a tailorable cyber resiliency analysis approach to apply the cyber resiliency
concepts, constructs, and practices to a system. The cyber resiliency analysis is intended to
determine whether the cyber resiliency properties and behaviors of a system-of-interest,

1In the context of systems engineering, trustworthiness means being trusted to fulfill whatever critical requirements
may be needed for a particular component, subsystem, system, network, application, mission, enterprise, or other
entity. Trustworthiness requirements can include attributes of safety, security, reliability, dependability, performance,
resilience, and survivability under a wide range of potential adversity in the form of disruptions, hazards, and threats
[SP 800-160 v1].

PAGE vi



165
166
167
168
169

170
171

172

173
174
175

176
177
178

179
180
181
182

NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

wherever it is in the life cycle, are sufficient for the organization using that system to meet its
mission assurance, business continuity, or other security requirements in a threat environment
that includes the advanced persistent threat (APT). A cyber resiliency analysis is performed with
the expectation that such analysis will support engineering and risk management decisions
about the system-of-interest.

The cyber resiliency engineering framework is supplemented by several technical appendices
that provide additional information to support its application, including:

e Background and contextual information on cyber resiliency

e Detailed descriptions of the individual cyber resiliency constructs (i.e., goals, objectives,
techniques, implementation approaches, design principles) that are part of the cyber
resiliency engineering framework

e Controls in [SP 800-53] which directly support cyber resiliency (including the questions used
to determine if controls support cyber resiliency, the relevant controls, and resiliency
techniques and approaches)

e An approach for adversary-oriented analysis of a system and applications of cyber resiliency,
a vocabulary to describe the current or potential effects of a set of mitigations, and a
representative analysis of how cyber resiliency approaches and controls could mitigate
adversary tactics, techniques, and procedures.
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DISCLAIMER

This publication is intended to be used in conjunction with and as a supplement to International
Standard ISO/IEC/IEEE 15288, Systems and software engineering — System life cycle processes.
Itis strongly recommended that organizations using this publication obtain the standard in order
to fully understand the context of the security-related activities and tasks in each of the system
life cycle processes. Content from the international standard that is referenced in this publication
is used with permission from the Institute of Electrical and Electronics Engineers and is noted as
follows:

[1ISO 15288]. Reprinted with permission from IEEE, Copyright IEEE 2015, All rights reserved.
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RELATIONSHIP BETWEEN ISO 15288 AND OPERATIONAL RESILIENCE

Alhough the focus of [ISO 15288] is the systems and software engineering processes, operational
resilience, which includes cyber resiliency for systems that include or depend on cyber resources,
is addressed indirectly by requiring organization-wide commitment, resources, practices, and
processes. The interacting elements in the definition of a system include layers of resilience in
hardware, software, data, information, humans, processes, procedures, facilities, materials, and
naturally occurring physical entities. This is important because if the organization’s missions or
business functions require sustainability during perturbations, disruptions, disturbances, or
cyber attacks, then operational resilience practices and procedures must be applied to all of the
system’s assets. It would be of limited value to have resilience measures implemented in the
software architecture if there is no redundancy and survivability in the hardware, if the
communications networks are fragile, if critical personnel are not available (e.g., in a natural
disaster or inclement weather) to operate and maintain the system, or if there are no facilities
available for producing the organization’s products and/or services.
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SYSTEM RESILIENCE AND CYBER RESILIENCY

This publication focuses on cyber resiliency engineering as a specialty systems engineering
discipline applied in conjunction with resilience engineering and systems security engineering.
The relationship between these disciplines can be seen in the example of an automobile. An
automobile contains many cyber resources including embedded control units for acceleration,
braking, and engine control as well as entertainment and cellular communications systems. The
automobile and its human operators can be viewed as a system-of-interest from the systems
security engineering perspective as described in [SP 800-160 v1]. The system-of-interest has an
assumed environment of operation (including the countries in which the vehicle is sold), which
includes assumptions about the distribution of fuel or charging stations.

As a system element, the fuel or battery system includes cyber resources (e.g., to perform fuel
consumption or battery use analysis and predict the remaining travel range). A system resilience
engineering analysis—an analysis of the resilience of the system-of-interest to predictable,
disruptive, or destructive events, due to accidents, structural failure, or human error—considers
whether and how easily the operator could fail to notice a low-fuel or low-battery indicator. In
addition, a system resilience (or system resiliency) engineering analysis considers whether the
expected travel range of the vehicle is shorter than the expected maximum distance between
fuel or charging stations in the intended operational environment.

A cyber resiliency engineering analysis of the fuel or battery system considers ways in which false
information about the fuel level could be presented to the operator or to other system elements
(e.g., an engine fail-safe which cuts off or deactivates if no fuel is being supplied) because of
malware introduced into fuel consumption analysis. A cyber resiliency engineering analysis also
considers ways in which other system elements could detect or compensate for the resulting
misbehavior or prevent the malware from being introduced. While such an analysis could be
made part of a general system resilience engineering analysis, it requires specialized expertise
about how the APT can find and exploit vulnerabilities in the cyber resources, as well as about
techniques that could be used to reduce the associated risks.
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ADVERSARY PERSISTENCE AND LONG-TERM PRESENCE

Numerous reports of cyber incidents and cyber breaches indicate that extended periods of time
transpired between the time an adversary initially established a presence in an organizational
system by exploiting a vulnerability and when that presence was revealed or detected. In certain
instances, the time periods before detection can be as longs as months or years. In the worst
case, the adversary’s presence may never be detected.

The following examples illustrate the types of situations where an adversary can maintain a long-
term presence or persistence in a system, even without attacking the system via cyberspace:

- Compromising the pre-execution environment of a system through a hardware or software implant (e.g.,
compromise of the firmware or microcode of a system element, such as a network switch or a router,
that activates before initialization in the system's environment of operation). This is extremely difficult
to detect and can result in compromise of the entire environment.

- Compromising the software development tool-chain (e.g., compilers, linkers, interpreters, continuous
integration tools, code repositories). This allows malicious code to be inserted by the adversary without
modifying the source code or without the knowledge of the software developers.

- Compromising a semiconductor product or process (e.g., malicious alteration to the hardware
description language [HDL] of a microprocessor, a field-programmable gate array [FPGA], a digital signal
processor [DSP], or an application-specific integrated circuit [ASIC]).
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THREAT DETECTION AND CYBER RESILIENCY

Cyber resiliency is based on the recognition that adversaries can establish and maintain a covert
presence in systems. Therefore, many of the cyber resiliency techniques and approaches are not
predicated on the assumption of successfully detecting adversity including cyber attacks. These
include the Coordinated Protection, Deception, Diversity, Non-Persistence, Realighment,
Redundancy, Substantiated Integrity, and Unpredictability techniques, and the Fragmentation,
Distributed Functionality, Predefined Segmentation, Attribute-Based Usage Restriction, and
Trust-Based Privilege Management approaches.

Other techniques and approaches can provide automatic response—or can support cyber
defender responses—to detected indicators of possible or suspected adversity, or to warnings
of potential forthcoming adverse conditions (including predictions of increased system load or
announcements of planned outages of supporting services). These include the Adaptive
Response technique and the Functional Relocation of Sensors, Functional Relocation of Cyber
Resources, Asset Mobility, Dynamic Privileges, and Dynamic Segmentation and Isolation
approaches.

Two cyber resiliency techniques directly involve the detection of adversity or its effects: These
include Analytic Monitoring and Contextual Awareness. The Substantiated Integrity technique
and the Consistency Analysis approach support detection of some effects of adversity.

246
247

PAGE xiv



NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

248 ERRATA

249  This table contains changes that have been incorporated into Special Publication 800-160, Volume
250 2, Revision 1. Errata updates can include corrections, clarifications, or other minor changes in the
251 publication that are either editorial or substantive in nature. Any potential updates for this
252 document that are not yet published in an errata update or revision—including additional issues
253 and potential corrections—will be posted as they are identified; see the SP 800-160 Volume 2,
254  Revision 1 publication details.
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255 PROLOGUE

256 “If a full on ‘turn the lights off’ cyber war were to happen today, we would lose. Think about that.
257 We would lose a cyber war. With a few clicks of the mouse, and in just a few seconds, hackers ...
258 could turn off our electricity, millions would lose heat, groceries would spoil, banking machines
259 would not work, and people could not get gasoline. It would be what we have seen down in Texas,
260 but on national scale and with no end in sight. That we have escaped a digital catastrophe thus far
261 is not due to skill. It is due to blind luck and restraint from our adversaries.”

262 Mike Rogers, February 2021

263 Former Member of Congress, House Intelligence Committee

264 “Providing satisfactory security controls in a computer system is in itself a system design problem. A
265 combination of hardware, software, communications, physical, personnel and administrative-

266 procedural safeguards is required for comprehensive security. In particular, software safeguards
267 alone are not sufficient.”

268 The Ware Report

269 Defense Science Board Task Force on Computer Security, 1970.

270 “This whole economic boom in cybersecurity seems largely to be a consequence of poor engineering.”
271 Carl Landwehr

272 Communications of the ACM, February 2015

273 “Mission assurance requires systems that behave with predictability and proportionality.”

274 General Michael Hayden

275 Former NSA and CIA Director, Syracuse University, October 2009

276 “In the past, it has been assumed that to show that a system is safe, it is sufficient to provide

277 assurance that the process for identifying the hazards has been as comprehensive as possible, and
278 that each identified hazard has one or more associated controls.”

279 While historically this approach has been used reasonably effectively to ensure that known risks are
280 controlled, it has become increasingly apparent that evolution to a more holistic approach is

281 needed as systems become more complex and the cost of designing, building, and operating them
282 become more of an issue.”

283 Preface, NASA Systems Safety Handbook, Volume 1
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CHAPTER ONE

INTRODUCTION

THE NEED FOR CYBER-RESILIENT SYSTEMS

he need for trustworthy secure systems? stems from a variety of stakeholder needs that

288 are driven by mission, business, and other objectives and concerns. The principles,
289 concepts, and practices for engineering trustworthy secure systems can be expressed in

various ways, depending on which aspect of trustworthiness is of concern to stakeholders. NIST
Special Publication (SP) 800-160, Volume 1 [SP 800-160 v1], provides guidance on systems
security engineering with an emphasis on protection against asset loss.? In addition to security,
other aspects of trustworthiness include reliability, safety, and resilience. Specialty engineering
disciplines address different aspects of trustworthiness. While each discipline frames the
problem domain and the potential solution space for its aspect of trustworthiness somewhat
differently, [SP 800-160 v1] includes systems engineering processes to align the concepts,
frameworks, and analytic processes from multiple disciplines to make trade-offs within and
between the various aspects of trustworthiness applicable to a system-of-interest.*

NIST SP 800-160, Volume 2, focuses on the property of cyber resiliency, which has a strong
relationship to security and resilience but which provides a distinctive framework for its
identified problem domain and solution space. Cyber resiliency is the ability to anticipate,
withstand, recover from, and adapt to adverse conditions, stresses, attacks, or compromises on
systems that use or are enabled by cyber resources.®

Cyber resiliency can be sought at multiple levels, including for system elements, systems,
missions or business functions and the system-of-systems which support those functions,
organizations, sectors, regions, the Nation, or transnational missions/business functions. From
an engineering perspective, cyber resiliency is an emergent quality property of an engineered
system, where an “engineered system” can be a system element made up of constituent
components, a system, or a system-of-systems. Cyber-resilient systems are those systems that
have security measures or safeguards “built in” as a foundational part of the architecture and
design and that display a high level of resiliency. Thus, cyber-resilient systems can withstand
cyber attacks, faults, and failures and continue to operate in a degraded or debilitated state to

2 A system is a combination of interacting elements organized to achieve one or more stated purpose. The interacting
system elements that compose a system include hardware, software, data, humans, processes, procedures, facilities,
materials, and naturally occurring entities [ISO 15288].

3 An asset refers to an item of value to stakeholders. Assets may be tangible (e.g., a physical item, such as hardware,
firmware, computing platform, network device, or other technology component, or individuals in key or defined roles
in organizations) or intangible (e.g., data, information, software, trademark, copyright, patent, intellectual property,
image, or reputation). Refer to [SP 800-160 v1] for the systems security engineering perspective on assets.

4 A system-of-interest is a system whose life cycle is under consideration in the context of [ISO 15288]. A system-of-
interest can also be viewed as the system that is the focus of the systems engineering effort. The system-of-interest
contains system elements, system element interconnections, and the environment in which they are placed.

5 The term adversity is used in this publication to mean adverse conditions, stresses, attacks, or compromises and is
consistent with the use of the term in [SP 800-160 v1] as disruptions, hazards, and threats. Adversity in the context of
the definition of cyber resiliency specifically includes but is not limited to cyber attacks. For example, cyber resiliency
engineering analysis considers the potential consequences of physical destruction of a cyber resource to the system-
of-interest of which that resource is a system element.
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carry out the mission-essential functions of the organization. From an enterprise risk
management perspective, cyber resiliency is intended to reduce the mission, business,
organizational, or sector risk of depending on cyber resources.

Cyber resiliency supports mission assurance in a contested environment for missions that
depend on systems which include cyber resources. A cyber resource is an information resource
which creates, stores, processes, manages, transmits, or disposes of information in electronic
form and which can be accessed via a network or using networking methods. However, some
information resources are specifically designed to be accessed using a networking method only
intermittently (e.g., via a low-power connection to check the status of an insulin pump, via a
wired connection to upgrade software in an embedded avionic device). These cyber resources
are characterized as operating primarily in a disconnected or non-networked mode.®

CYBER-RESILIENT SYSTEMS

Cyber-resilient systems operate somewhat like the human body. The human body has a powerful
immune system that absorbs a constant barrage of environmental hazards and provides the
necessary defense mechanisms to maintain a healthy state. The human body also has self-repair
systems to recover from illnesses and injuries when defenses are breached. But cyber-resilient
systems, like the human body, cannot defend against all hazards at all times. While the body
cannot always recover to the same state of health as before an injury or illness, it can adapt.
Similarly, cyber-resilient systems can recover minimal essential functionality. Understanding the
limitations of individuals, organizations, and engineered systems is fundamental to managing
risk.

Systems increasingly incorporate cyber resources as system elements. As a result, systems are
susceptible to harms resulting from the effects of adversity on cyber resources and particularly
to harms resulting from cyber attacks. The cyber resiliency problem is defined as how to achieve
adequate mission resilience by providing (1) adequate system resilience’ and (2) adequate
mission/business function and operational/organizational resilience in the presence of possible
adversities that affect cyber resources. The cyber resiliency problem domain overlaps with the
security problem domain since a system should be securely resilient.® The cyber resiliency
problem domain is guided and informed by an understanding of the threat landscape and, in
particular, the advanced persistent threat (APT). The APT is an adversary that possesses
significant levels of expertise and resources which allow it to create opportunities to achieve its
objectives by using multiple attack vectors, including cyber, physical, and deception. These
objectives typically include establishing and extending footholds within the systems of the

6 Some information resources, which include computing hardware, software, and stored information, are designed to
be inaccessible via networking methods but can be manipulated physically or electronically to yield information or to
change behavior (e.g., side-channel attacks on embedded cryptographic hardware). Such system elements may also
be considered cyber resources for the purposes of cyber resiliency engineering analysis.

7 System resilience is defined by the INCOSE Resilient Systems Working Group (RSWG) as “the capability of a system
with specific characteristics before, during, and after a disruption to absorb the disruption, recover to an acceptable
level of performance, and sustain that level for an acceptable period of time [INCOSE11].”

8 The term securely resilient refers to the system’s ability to preserve a secure state despite disruption, including the
system transitions between normal and degraded modes. A primary objective of systems security engineering [SP
800-160 v1] is ensuring that the system is securely resilient.
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targeted organizations for the express purposes of exfiltrating information; undermining or
impeding critical aspects of a mission, program, or organization; or positioning itself to carry out
these objectives in the future. The APT pursues its objectives repeatedly over an extended
period, adapts to defenders’ efforts to resist it, and is determined to maintain the level of
interaction needed to execute its objectives [SP 800-39] [CNSSI 4009].°

All discussions of cyber resiliency focus on assuring mission or business functions and are
predicated on the assumption that the adversary will breach defenses and establish a long-term
presence in organizational systems. A cyber-resilient system is a system that provides a degree
of cyber resiliency commensurate with the system’s criticality. It treats cyber resiliency as one
aspect of trustworthiness that requires assurance in conjunction with other aspects, such as
security, reliability, and safety.

1.1 PURPOSE AND APPLICABILITY

The purpose of this document is to supplement [SP 800-160 v1] and [SP 800-37] (or other risk
management processes or methodologies) with guidance on how to apply cyber resiliency
concepts, constructs, and engineering practices as part of systems security engineering and risk
management for systems and organizations. This document identifies considerations of the
engineering of systems that include the following circumstances or systems that depend on
cyber resources. Circumstances or types of systems to which this document applies include:*°

e Circumstances: New systems, reactive modifications to fielded systems, planned upgrades
to fielded systems while continuing to sustain day-to-day operations, evolution of systems,
and retirement of systems

e Types of systems:

- General-purpose or multi-use systems (e.g., enterprise information technology [EIT]),
shared services, or common infrastructures

- Dedicated or special-purpose systems (e.g., security-dedicated or security-purposed
systems, cyber-physical systems [CPS],! Internet of Things [loT], or Network of Things
[NoT]*)

- Large-scale processing environments

- Systems-of-systems (e.g., critical infrastructure systems [CIS])

® While some sources define the APT to be an adversary at Tier V or Tier VI in the threat model in [DSB13], in
particular, to be a state actor, the definition used in this publication includes any actors with the characteristics
described above. The above definition also includes adversaries that subvert the supply chain to compromise cyber
resources, which are subsequently made part of the system-of-interest. As discussed in Chapter Two and Section D.2,
the APT is a crucial aspect of the threat landscape for cyber resiliency engineering.

10 This list is not intended to be exhaustive or mutually exclusive. Circumstances and types of systems are discussed in
more detail in Section 2.2 and Section 3.1.3.

11 A cyber-physical system (CPS) is a system that includes engineered interacting networks of computational and
physical components. CPSs range from simple devices to complex systems-of-systems. A CPS device is a device that
has an element of computation and interacts with the physical world through sensing and actuation [SP_1500-201].
12 A Network of Things (NoT) is a system consisting of devices that include a sensor and a communications capability,
a network, software that aggregates sensor data, and an external utility (i.e., a software or hardware product or
service that executes processes or feeds data into the system) [SP 800-183].
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1.2 TARGET AUDIENCE

This publication is intended for systems security engineering and other professionals who are
responsible for the activities and tasks related to the system life cycle processes in [SP 800-160
v1], the risk management processes in [SP 800-39], or the Risk Management Framework (RMF)
in [SP_800-37].*2 The term systems security engineer is used in this publication to include those
security professionals who perform any of the activities and tasks in [SP 800-160 v1]. This
publication can also be used by professionals who perform other system life cycle activities that
impact trustworthiness or who perform activities related to the education or training of systems
engineers and systems security engineers. These include but are not limited to:

e Individuals with systems engineering, architecture, design, development, and integration
responsibilities

e Individuals with software engineering, architecture, design, development, integration, and
software maintenance responsibilities

e Individuals with security governance, risk management, and oversight responsibilities,
particularly those defined in [SP 800-37]

e Individuals with independent security verification, validation, testing, evaluation, auditing,
assessment, inspection, and monitoring responsibilities

e Individuals with system security administration, operations, maintenance, sustainment,
logistics, and support responsibilities

e Individuals with acquisition, budgeting, and project management responsibilities;

e Providers of technology products, systems, or services

e Academic institutions offering systems security engineering and related programs

This publication assumes that the systems security engineering activities in [SP 800-160 v1] and
risk management processes in [SP 800-37] are performed under the auspices of or within an
organization (referred to as “the organization” in this document).'* The activities and processes
take into consideration the concerns of a variety of stakeholders, within and external to the
organization. The organization—through systems security engineering and risk management
activities—identifies stakeholders, elicits their concerns, and represents those concerns in the
systems security engineering and risk management activities.

1.3 HOW TO USE THIS PUBLICATION

This publication is intended to be used in conjunction with [SP 800-160 v1] and is designed to be
flexible in its application to meet the diverse and changing needs of organizations. It is not
intended to provide a specific recipe for execution. Rather, the publication can be viewed as a
catalog or handbook for achieving the identified cyber resiliency outcomes from a systems

13 This includes security and risk management practitioners with significant responsibilities for the protection of
existing systems, information, and the information technology infrastructure within enterprises (i.e., the installed
base). Such practitioners may use the cyber resiliency content in this publication in other than engineering-based
system life cycle processes. These application areas may include use of the Risk Management Framework [SP 800-37],
the controls in [SP 800-53], or the Framework for Improving Critical Infrastructure Cybersecurity [NIST CSF] where
such applications have cyber resiliency-related concerns.

14 Systems security engineering and risk management apply to systems-of-systems in which multiple organizations are
responsible for constituent systems. In such situations, systems security engineering and risk management activities
are performed within individual organizations (each an instance of “the organization”) and supported by cooperation
or coordination across those organizations.

CHAPTER ONE PAGE 4



401
402
403
404
405
406
407
408
409
410

411
412
413
414
415
416

417
418
419
420
421
422
423
424
425
426

427
428
429

430
431
432

433
434
435
436
437
438

NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

engineering perspective on system life cycle processes, leveraging the experience and expertise
of the engineering organization to determine what is correct for its purpose. Stakeholders
choosing to use this guidance can employ some or all of the cyber resiliency constructs (i.e.,
goals, objectives, techniques, approaches, and design principles) as well as the analytic and life
cycle processes, tailoring them to the technical, operational, and threat environments for which
systems need to be engineered. In addition, organizations choosing to use this guidance for their
systems security engineering efforts can select and employ some or all of the thirty processes in
[1ISO 15288] and some or all of the security-related activities and tasks defined for each process.
Note that there are process dependencies in [ISO 15288]. The successful completion of some
activities and tasks invokes other processes or leverages the results of other processes.

The system life cycle processes can be used for new systems, system upgrades, or systems that
are being repurposed. The processes can be employed at any stage of the system life cycle and
can take advantage of any system or software development methodology, including waterfall,
spiral, or agile. The life cycle processes can also be applied recursively, iteratively, concurrently,
sequentially, or in parallel and to any system regardless of its size, complexity, purpose, scope,
environment of operation, or special nature.

The full extent of the application of the content in this publication is informed by stakeholder
needs, organizational capability, and cyber resiliency goals and objectives, as well as concerns
for cost, schedule, and performance. The tailorable nature of the engineering activities and tasks
and the system life cycle processes help to ensure that the specific systems resulting from the
application of the security design principles and concepts have a level of trustworthiness
deemed sufficient to protect stakeholders from suffering unacceptable losses of assets and the
associated consequences. Such trustworthiness is made possible by the rigorous application of
those cyber resiliency design principles, constructs, and concepts within a structured set of
processes that provides the necessary evidence and transparency to support risk-informed
decision making and trades.

1.4 PUBLICATION ORGANIZATION
The remainder of this special publication is organized as follows:
e Chapter Two describes the framework for cyber resiliency engineering.

e Chapter Three describes considerations for selecting and prioritizing cyber resiliency
techniques and implementation approaches and presents a tailorable process for applying
cyber resiliency concepts, constructs, and practices to a system.

The following sections provide additional cyber resiliency-related information, including:
e References®
e Appendix A: Glossary

e Appendix B: Acronyms
e Appendix C: Background

e Appendix D: Cyber Resiliency Constructs

15 Unless otherwise stated, all references to NIST publications refer to the most recent version of those publications.
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Appendix E: Controls Supporting Cyber Resiliency
Appendix F: Adversary-Oriented Analysis

CYBER RESILIENCY—A NECESSARY SYSTEM PROPERTY

Most engineered systems incorporate or depend on cyber resources and are therefore, highly
susceptible to adversity that affects such resources and particularly to cyber attacks. Harms
resulting from cyber attacks and the effects of faults, failures, and human errors—which
adversaries can leverage and emulate—are experienced at the organizational level, mission or
business process level, and the system level [SP 800-39]. The management of cyber risks is thus
an increasingly crucial aspect of any risk management program.

Cyber resiliency is defined as “the ability to anticipate, withstand, recover from, and adapt to
adverse conditions, stresses, attacks, or compromises on systems that use or are enabled by
cyber resources.” (See Section C.1 for additional information on how this definition relates to
other resilience-related definitions.) Systems with this property are characterized by security
measures that are “built in” as a foundational part of the architecture and design. Moreover,
these systems can withstand cyber attacks, faults, and failures and can continue to operate even
in a degraded or debilitated state, carrying out mission-essential functions, and ensuring that
the other aspects of trustworthiness (i.e., safety and information security) are preserved.

Cyber resiliency must be provided in a cyber-contested environment that includes the Advanced
Persistent Threat (APT). Therefore, any discussion of cyber resiliency is predicated on the
assumption that adversaries will breach defenses and that, whether via breaches or via supply
chain attacks, adversaries will establish a long-term presence in organizational systems. (See
Section C.2 for more information on the characteristics of cyber resiliency.) The assumption of
a sophisticated, well-resourced, and persistent adversary whose presence in systems can go
undetected for extended periods is a key differentiator between cyber resiliency and other
aspects of trustworthiness.

CHAPTER ONE

PAGE 6



444

445
446

450
451

452
453
454
455
456
457
458
459
460
461
462
463
464

465
466
467
468
469
470
471
472
473
474

475
476
477
478
479
480
481

NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

CHAPTER TWO

THE FUNDAMENTALS

UNDERSTANDING THE CONCEPTS ASSOCIATED WITH CYBER RESILIENCY

his section presents an engineering framework for understanding and applying cyber

448 resiliency, the cyber resiliency constructs that are part of the framework, a concept of use
4498 for the framework, and engineering considerations for implementing cyber resiliency in

the system life cycle. The discussion relies on several terms including cyber resiliency concepts,
constructs, engineering practices, and solutions.

Cyber resiliency concepts are related to the problem domain and the solution set for cyber
resiliency. The concepts are represented in cyber resiliency risk models and by cyber resiliency
constructs.® The constructs are the basic elements (i.e., building blocks) of the cyber resiliency
engineering framework and include goals, objectives, techniques, implementation approaches,
and design principles.'” The framework provides a way to understand the cyber resiliency
problem and solution domain. Cyber resiliency goals and objectives identify the “what” of cyber
resiliency—that is, what properties and behaviors are integral to cyber-resilient systems. Cyber
resiliency techniques, implementation approaches, and design principles characterize the ways
of achieving or improving resilience in the face of threats to systems and system components
(i.e., the “how” of cyber resiliency). Cyber resiliency constructs address both adversarial and
non-adversarial threats from cyber and non-cyber sources. The concern for cyber resiliency
focuses on aspects of trustworthiness—in particular, security and resilience—and risk from the
perspective of mission assurance against determined adversaries (e.g., the APT).

Cyber resiliency engineering practices are the methods, processes, modeling, and analytical
techniques used to identify and analyze proposed cyber resiliency solutions. The application of
cyber resiliency engineering practices in system life cycle processes ensures that cyber resiliency
solutions are driven by stakeholder requirements and protection needs, which, in turn, guide
and inform the development of system requirements for the system-of-interest [ISO 15288, SP
800-160 v1]. Such solutions consist of combinations of technologies, architectural decisions,
systems engineering processes, and operational policies, processes, procedures, or practices
that solve problems in the cyber resiliency domain. That is, they provide a sufficient level of
cyber resiliency to meet stakeholder needs and reduce risks to organizational mission or
business capabilities in the presence of a variety of threat sources, including the APT.

Cyber resiliency solutions use cyber resiliency techniques and approaches to implementing
those techniques, as described in Section 2.1.3. Cyber resiliency solutions apply the design
principles described in Section 2.1.4. Cyber resiliency solutions typically implement mechanisms
(e.g., controls and control enhancements defined in [SP 800-53]) that apply one or more cyber
resiliency techniques or implementation approaches or that are intended to achieve one or
more cyber resiliency objectives. These mechanisms are selected in response to the security and
cyber resiliency requirements defined as part of the system life cycle requirements engineering

16 As discussed in Section D.1, cyber resiliency concepts and constructs are informed by definitions and frameworks
related to other forms of resilience as well as system survivability. A reader unfamiliar with the concept of resilience
may benefit from reading that appendix before this section.

17 Additional constructs (e.g., sub-objectives, capabilities) may be used in some modeling and analytic practices.
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process described in [SP 800-160 v1] or to mitigate security and cyber resiliency risks that arise
from architectural or design decisions.

2.1 CYBER RESILIENCY ENGINEERING FRAMEWORK

The following sections provide a description of the framework for cyber resiliency engineering.®
The framework constructs include cyber resiliency goals, objectives, techniques, approaches,
and design principles. The relationship among constructs is also described. These constructs, like
cyber resiliency, can be applied at levels beyond the system (e.g., mission or business function
level, organizational level, or sector level). Table 1 summarizes the definition and purpose of
each construct and how each construct is applied at the system level.

TABLE 1: CYBER RESILIENCY CONSTRUCTS

CONSTRUCT DEFINITION, PURPOSE, AND APPLICATION AT THE SYSTEM LEVEL

GOAL A high-level statement supporting (or focusing on) one aspect (i.e., anticipate, withstand,
recover, adapt) in the definition of cyber resiliency.

Purpose: Align the definition of cyber resiliency with definitions of other types of resilience.
Application: Can be used to express high-level stakeholder concerns, goals, or priorities.

OBIJECTIVE A high-level statement (designed to be restated in system-specific and stakeholder-specific

terms) of what a system must achieve in its operational environment and throughout its life
cycle to meet stakeholder needs for mission assurance and resilient security; the objectives
are more specific than goals and more relatable to threats.

Purpose: Enable stakeholders and systems engineers to reach a common understanding of
cyber resiliency concerns and priorities; facilitate the definition of metrics or measures of
effectiveness (MOEs).

Application: Used in scoring methods or summaries of analyses (e.g., cyber resiliency
posture assessments).

Sub-Objective A statement, subsidiary to a cyber resiliency objective, which emphasizes different aspects
of that objective or identifies methods to achieve that objective.

Purpose: Serve as a step in the hierarchical refinement of an objective into activities or
capabilities for which performance measures can be defined.

Application: Used in scoring methods or analyses; may be reflected in system functional
requirements.

LCATLATAe LTI A statement of a capability or action which supports the achievement of a sub-objective and,
hence, an objective.

Purpose: Facilitate the definition of metrics or MOEs. While a representative set of activities
or capabilities have been identified in [Bodeaul8b], these are intended solely as a starting
point for selection, tailoring, and prioritization.

Application: Used in scoring methods or analyses; reflected in system functional
requirements.

STRATEGIC A high-level statement which reflects an aspect of the risk management strategy that
DESIGN PRINCIPLE | informs systems security engineering practices for an organization, mission, or system.

18 The cyber resiliency engineering framework described in this publication is based on and consistent with the Cyber
Resiliency Engineering Framework developed by The MITRE Corporation [Bodeaull].
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CONSTRUCT DEFINITION, PURPOSE, AND APPLICATION AT THE SYSTEM LEVEL

Purpose: Guide and inform engineering analyses and risk analyses throughout the system
life cycle. Highlight different structural design principles, cyber resiliency techniques, and
implementation approaches.

Application: Included, cited, or restated in system non-functional requirements (e.g.,
requirements in a Statement of Work [SOW] for analyses or documentation).

STRUCTURAL A statement which captures experience in defining system architectures and designs.
DESIGN PRINCIPLE

Purpose: Guide and inform design and implementation decisions throughout the system life
cycle. Highlight different cyber resiliency techniques and implementation approaches.

Application: Included, cited, or restated in system non-functional requirements (e.g.,
Statement of Work [SOW] requirements for analyses or documentation); used in systems
engineering to guide the use of techniques, implementation approaches, technologies, and
practices.

TECHNIQUE A set or class of technologies, processes, or practices providing capabilities to achieve one or
more cyber resiliency objectives.

Purpose: Characterize technologies, practices, products, controls, or requirements so that
their contribution to cyber resiliency can be understood.

Application: Used in engineering analysis to screen technologies, practices, products,
controls, solutions, or requirements; used in the system by implementing or integrating
technologies, practices, products, or solutions.

IMPLEMENTATION | A subset of the technologies and processes of a cyber resiliency technique, defined by how
APPROACH the capabilities are implemented.

Purpose: Characterize technologies, practices, products, controls, or requirements so that
their contribution to cyber resiliency and their potential effects on threat events can be
understood.

Application: Used in engineering analysis to screen technologies, practices, products,
controls, solutions, or requirements; used in the system by implementing or integrating
technologies, practices, products, or solutions.

SOLUTION A combination of technologies, architectural decisions, systems engineering processes, and
operational processes, procedures, or practices that solves a problem in the cyber resiliency
domain.

Purpose: Provide a sufficient level of cyber resiliency to meet stakeholder needs and reduce
risks to mission or business capabilities in the presence of advanced persistent threats.

Application: Integrated into the system or its operational environment.

MITIGATION An action or practice, using a technology, control, solution, or a set of these, that reduces
the level of risk associated with a threat event or threat scenario.

Purpose: Characterize actions, practices, approaches, controls, solutions, or combinations of
these in terms of their potential effects on threat events, threat scenarios, or risks.

Application: Integrated into the system as it is used.

2.1.1 Cyber Resiliency Goals

Cyber resiliency, like security, is a concern at multiple levels in an organization. The four cyber
resiliency goals, which are common to many resilience definitions, are included in the definition
and the cyber resiliency engineering framework to provide linkage between risk management
decisions at the mission and business process level and at the system level with those at the
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organizational level. Organizational risk management strategies can use the cyber resiliency
goals and associated strategies to incorporate cyber resiliency.®

For cyber resiliency engineering analysis, cyber resiliency objectives? rather than goals are the
starting point. The term adversity, as used in the cyber resiliency goals in Table 2, includes

stealthy, persistent, sophisticated, and well-resourced adversaries (i.e., the APT) who may have
compromised system components and established a foothold within an organization’s systems.

TABLE 2: CYBER RESILIENCY GOALS

GOAL DESCRIPTION

ANTICIPATE Maintain a state of informed preparedness for adversity.

Discussion: Adversity refers to adverse conditions, stresses, attacks, or compromises on cyber
resources. Adverse conditions can include natural disasters and structural failures (e.g., power
failures). Stresses can include unexpectedly high-performance loads. Adversity can be caused or
taken advantage of by an APT actor. Informed preparedness involves contingency planning,
including plans for mitigating attacks as well as for responding to discoveries of vulnerabilities or
supply chain compromises. Cyber threat intelligence (CTI) provides vital information for
informed preparedness.

WITHSTAND Continue essential mission or business functions despite adversity.

Discussion: Detection is not required for this goal to be meaningful and achievable. An APT
actor’s activities may be undetected, or they may be detected but incorrectly attributed to user
error or other stresses. Identification of essential organizational missions or business functions is
necessary to achieve this goal. In addition, supporting processes, systems, services, networks,
and infrastructures must also be identified. The criticality of resources and capabilities of
essential functions can vary over time.

RECOVER Restore mission or business functions during and after adversity.

Discussion: The restoration of functions (including data) can be incremental. A key challenge is
to determine how much trust can be placed in restored functions and data as restoration
progresses. Other threat events or conditions in the operational or technical environment can
interfere with recovery, and an APT actor may seek to take advantage of confusion about
recovery processes to establish a new foothold in the organization’s systems.

ADAPT Modify mission or business functions and/or supporting capabilities in response to predicted
changes in the technical, operational, or threat environments.

Discussion: Change can occur at different scales and over different time frames, so tactical and
strategic adaption may be needed. Modification can be applied to processes and procedures as
well as technology. Changes in the technical environment can include emerging technologies
(e.g., artificial intelligence, 5G, Internet of Things) as well as the retirement of obsolete products.
Changes in the operational environment of the organization can result from regulatory or policy
changes, as well as the introduction of new business processes or workflows. Analyses of such
changes and of interactions between changes, can reveal how these could modify the attack
surface or introduce fragility.

19 See Appendix C.
20 See Section 2.1.2.
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506 2.1.2 Cyber Resiliency Objectives

507 Cyber resiliency objectives are more specific statements of what a system must achieve in its
508 operational environment and throughout its life cycle to meet stakeholder needs for mission
509 assurance and resilient security. Cyber resiliency objectives,?! as described in Table 3, support
510 interpretation, facilitate prioritization and assessment, and enable the development of

511  questions such as:

512 e What does each cyber resiliency objective mean in the context of the organization and the
513 mission or business process that the system is intended to support?

514 e Which cyber resiliency objectives are most important to a given stakeholder?
515 e To what degree can each cyber resiliency objective be achieved?
516 e How quickly and cost-effectively can each cyber resiliency objective be achieved?

517 e With what degree of confidence or trust can each cyber resiliency objective be achieved?

518 TABLE 3: CYBER RESILIENCY OBJECTIVES??
OBJECTIVE DESCRIPTION
PREVENT OR Preclude the successful execution of an attack or the realization of adverse conditions.
AVOID

Discussion: This objective relates to an organization’s preferences for different risk response
approaches. Risk avoidance or threat avoidance is one possible risk response approach and is
feasible under restricted circumstances. Preventing a threat event from occurring is another

possible risk response, similarly feasible under restricted circumstances.

PREPARE Maintain a set of realistic courses of action that address predicted or anticipated adversity.

Discussion: This objective is driven by the recognition that adversity will occur. It specifically
relates to an organization’s contingency planning, continuity of operations plan (COOP), training,
exercises, and incident response and recovery plans for critical systems and infrastructures.

CONTINUE Maximize the duration and viability of essential mission or business functions during adversity.

Discussion: This objective specifically relates to essential functions. Its assessment is aligned
with the definition of performance parameters, analysis of functional dependencies, and
identification of critical assets. Note that shared services and common infrastructures, while not
identified as essential per se, may be necessary to essential functions and thus related to this
objective.

CONSTRAIN Limit damage?? from adversity.

21 The term objective is defined and used in multiple ways. In this document, uses are qualified (e.g., cyber resiliency
objectives, security objectives [FIPS 199], adversary objectives [MITRE18], engineering objectives or purposes [ISO
24765]) for clarity. Cyber resiliency goals and objectives can be viewed as two levels of fundamental objectives, as
used in Decision Theory [Clemen13]. Alternately, cyber resiliency goals can be viewed as fundamental objectives and
cyber resiliency objectives as enabling objectives [Brtis16]. By contrast, cyber resiliency techniques can be viewed as
means objectives [Clemen13].

22 See Appendix D for specific relationships between objectives and goals.

23 From the perspective of cyber resiliency, damage can be to the organization (e.g., loss of reputation, increased
existential risk), missions or business functions (e.g., decrease in the ability to complete the current mission and to
accomplish future missions), security (e.g., decrease in the ability to achieve the security objectives of integrity,
availability, and confidentiality or decrease in the ability to prevent, detect, and respond to cyber incidents), the
system (e.g., decrease in the ability to meet system requirements or unauthorized use of system resources), or
specific system elements (e.g., physical destruction; corruption, modification, or fabrication of information).
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OBIJECTIVE DESCRIPTION

Discussion: This objective specifically applies to critical or high-value assets—those cyber assets
which contain or process sensitive information, are mission-essential, or provide infrastructure
services to mission-essential capabilities.

RECONSTITUTE

Restore as much mission or business functionality as possible after adversity.

Discussion: This objective relates to essential functions, critical assets, and the services and
infrastructures on which they depend. A key aspect of achieving this objective is ensuring that
recovery, restoration, or reconstitution efforts result in trustworthy resources. This objective is
not predicated on analysis of the source of adversity (e.g., attribution) and can be achieved even
without detection of adversity via ongoing efforts to ensure the timely and correct availability of
resources.

UNDERSTAND

Maintain useful representations of mission and business dependencies and the status of
resources with respect to possible adversity.

Discussion: This objective supports the achievement of all other objectives, most notably
Prepare, Reconstitute, Transform, and Re-Architect. An organization’s plans for continuous
diagnostics and mitigation (CDM), infrastructure services, and other services support this
objective. The detection of anomalies, particularly suspicious or unexpected events or
conditions, also supports achieving this objective. However, this objective includes
understanding resource dependencies and status independent of detection. This objective also
relates to an organization’s use of forensics and cyber threat intelligence information sharing.

TRANSFORM

Modify mission or business functions and supporting processes to handle adversity and address
environmental changes more effectively.

Discussion: This objective specifically applies to workflows for essential functions, supporting
processes, and incident response and recovery plans for critical assets and essential functions.
Tactical modifications are usually procedural or configuration-related; longer-term modifications
can involve restructuring operational processes or governance responsibilities while leaving the
underlying technical architecture unchanged.

RE-ARCHITECT

Modify architectures to handle adversity and address environmental changes more effectively.

Discussion: This objective specifically applies to system architectures and mission architectures,
which include the technical architecture of the system-of-systems supporting a mission or
business function. In addition, this objective applies to architectures for critical infrastructures
and services, which frequently support multiple essential functions.

Because stakeholders may find the cyber resiliency objectives difficult to relate to their specific
concerns, the objectives can be tailored to reflect the organization’s missions and business
functions or operational concept for the system-of-interest. Tailoring the cyber resiliency
objectives can also help stakeholders determine which objectives apply and the priority to
assign to each objective. Cyber resiliency objectives can be hierarchically refined to emphasize
the different aspects of an objective or the methods to achieve an objective, thus creating sub-
objectives.?* Cyber resiliency objectives (and, as needed to help stakeholders interpret the
objectives for their concerns, sub-objectives) enable stakeholders to assert their different
resiliency priorities based on organizational missions or business functions.

24 Table D-1 in Appendix D provides representative examples of sub-objectives.
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2.1.3 Cyber Resiliency Techniques and Approaches

Cyber resiliency goals and objectives provide a vocabulary for describing what properties and
capabilities are needed. Cyber resiliency techniques, approaches, and design principles
(discussed in Section 2.1.4) provide a vocabulary for discussing how a system can achieve its
cyber resiliency goals and objectives. A cyber resiliency technique is a set or class of practices
and technologies intended to achieve one or more goals or objectives by providing capabilities.
The following 14 techniques are part of the cyber resiliency engineering framework:

1. Adaptive Response: Implement agile courses of action to manage risks.

2. Analytic Monitoring: Monitor and analyze a wide range of properties and behaviors on
an ongoing basis and in a coordinated way.

3. Contextual Awareness: Construct and maintain current representations of the posture
of missions or business functions considering threat events and courses of action.

4. Coordinated Protection: Ensure that protection mechanisms operate in a coordinated
and effective manner.

5. Deception: Mislead, confuse, hide critical assets from, or expose covertly tainted assets
to the adversary.

6. Diversity: Use heterogeneity to minimize common mode failures, particularly threat
events exploiting common vulnerabilities.

7. Dynamic Positioning: Distribute and dynamically relocate functionality or system
resources.

8. Non-Persistence: Generate and retain resources as needed or for a limited time.

9. Privilege Restriction: Restrict privileges based on attributes of users and system
elements, as well as on environmental factors.

10. Realignment: Structure systems and resource uses to align with mission or business
function needs, reduce current and anticipated risks, and accommodate the evolution of
technical, operational, and threat environments.

11. Redundancy: Provide multiple protected instances of critical resources.

12. Segmentation: Define and separate system elements based on criticality and
trustworthiness.

13. Substantiated Integrity: Ascertain whether critical system elements have been
corrupted.

14. Unpredictability: Make changes randomly or unpredictably.

The cyber resiliency techniques are described in Appendix D. Each technique is characterized by
both the capabilities it provides and the intended consequences of using the technologies or the
processes it includes. The cyber resiliency techniques reflect an understanding of the threats as
well as the technologies, processes, and concepts related to improving cyber resiliency to
address the threats. The cyber resiliency engineering framework assumes that the cyber
resiliency techniques will be selectively applied to the architecture or design of organizational
mission or business functions and their supporting system resources. Since natural synergies
and conflicts exist among the cyber resiliency techniques, engineering trade-offs must be made.
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Cyber resiliency techniques are expected to change over time as threats evolve, advances are
made based on research, security practices evolve, and new ideas emerge.

Twelve of the 14 cyber resiliency techniques can be applied to either adversarial or non-
adversarial threats (including both cyber-related and non-cyber-related threats). The two cyber
resiliency techniques specific to adversarial threats are Deception and Unpredictability. The
cyber resiliency techniques are also interdependent. For example, the Analytic Monitoring
technique supports Contextual Awareness. The Unpredictability technique, however, is different

from the other techniques in that it is always applied in conjunction with some other technique
(e.g., working with the Dynamic Positioning technique to establish unpredictable times for

repositioning potential targets of interest). The definitions of cyber resiliency techniques are
intentionally broad to insulate the definitions from changing technologies and threats, thus
limiting the need for frequent changes to the set of techniques.

To support detailed engineering analysis, multiple representative approaches to implementing
each technique are identified. As illustrated in Figure 1, an implementation approach (or, for
brevity, an approach) is a subset of the technologies and processes included in a technique,
defined by how the capabilities are implemented or how the intended outcomes are achieved.

Adaptive Analytic Coordinated Contextual Deception Diversity Dynamic
Response Monitoring Protection Awareness Positioning
Architectural .
Monitoring and Calibrated Dynamic Obfuscation Diversity Relocation of
Dynamic Damage Defense-in- Resource A g . T L
" A A q Design Diversity Sensors
Reconfiguration Assessment Depth Awareness Disinformation i
Dynamic Sensor Fusion Consistency Dynamic Threat Misdirection Diversity Relocation of
Resource and Analysis Analysis Awareness . Cyber
Aloeanoa Tainting Information R
Allocation o esources
Forensic and Orchestration Mission Diversity
pti i p V. " A Asset Mobility
Adaptive BehawoAraI Self-Challenge D Bath Diversit
Management Analysis SEiECEET and Status EEMNDIEES Fragmentatiol
T 4 g
Visualization Supply Chain
Diversity Distributed
Functionality
\ \
Non- Privilege Realignment Redundancy Segmentation || Substantiated J| Unpredictability
Persistence Restriction Integrity
Purposing Protected Predefined ) T |
Trust-Based " Integrity Checks ezt
Non-Persistent “privilese Offloadi Hateb 2 Segmentation Unpredictability
Information Manaserent Sifoading fuesions " Provenance
Management Vi —
Restriction e Tracking Contextual
Non-Persistent A L Surplus Segmentation Unpredictability
" Attribute-Based Capacit andicoon
Services e Replacement ~apacity S ea Behavioral
: Restriction Replication Validation
Mm’st‘ent Specialization
Connectivity Dvnamis i
Privileges Lvolvabiiity

FIGURE 1: CYBER RESILIENCY TECHNIQUES AND IMPLEMENTATION APPROACHES

CHAPTER TWO

PAGE 14




587
588
589
590
591

592

593
594
595
596
597
598
599
600

601
602
603
604
605
606
607
608

609
610
611
612
613
614
615
616
617

618

619
620
621
622
623
624
625

NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

Table D-4 in Appendix D defines representative approaches and gives representative examples
of technologies and practices. The set of approaches for a specific technique is not exhaustive
and represents relatively mature technologies and practices. Thus, technologies emerging from
research can be characterized in terms of the techniques they apply while not being covered by
any of the representative approaches.®

2.1.4 Cyber Resiliency Design Principles

A design principle refers to a distillation of experience designing, implementing, integrating, and
upgrading systems that systems engineers and architects can use to guide and inform design
decisions and analysis. A design principle takes the form of a terse statement or a phrase
identifying a key concept accompanied by one or more statements that describe how that
concept applies to system design (where “system” is construed broadly to include operational
processes and procedures and may also include development and maintenance environments).
Design principles are defined for many specialty engineering disciplines using the terminology,
experience, and research results that are specific to the specialty.

Cyber resiliency design principles, like design principles from other specialty disciplines, can be
applied in different ways at multiple stages in the system life cycle, including the operations and
maintenance stage. The design principles can also be used in a variety of system development
models, including agile and spiral development. The cyber resiliency design principles identified
in this publication can serve as a starting point for systems engineers and architects. For any
given situation, only a subset of the design principles are selected, and those principles are
tailored or “re-expressed” in terms more meaningful to the program, system, or system-of-
systems to which they apply.

The cyber resiliency design principles are strongly informed by and can be aligned with design
principles from other specialty disciplines, such as the security design principles in [SP 800-160
v1]. Many of the cyber resiliency design principles are based on design principles for security,
resilience engineering, or both. Design principles can be characterized as strategic (i.e., applied
throughout the systems engineering process, guiding the direction of engineering analyses) or
structural (i.e., directly affecting the architecture and design of the system or system elements)
[Riccil4]. Both strategic and structural cyber resiliency design principles can be reflected in
security-related systems engineering artifacts. A complete list of strategic and structural cyber
resiliency design principles is provided in Appendix D.

2.1.5 Relationship Among Cyber Resiliency Constructs

Cyber resiliency constructs in the form of goals, objectives, techniques, implementation
approaches, and design principles enable systems engineers to express cyber resiliency concepts
and the relationships among them. In addition, the cyber resiliency constructs also relate to risk
management. That relationship leads systems engineers to analyze cyber resiliency solutions in
terms of their potential effects on risk and on specific threat events or types of malicious cyber
activities. The selection and relative priority of these cyber resiliency constructs is determined
by the organization’s strategy for managing the risks of depending on systems, which include

2> Decisions about whether and how to apply less mature technologies and practices are strongly influenced by the
organization’s risk management strategy. See [SP 800-39].
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cyber resources—in particular, by the organization’s risk framing.2® The relative priority of the
cyber resiliency goals and objectives and relevance of the cyber resiliency design principles are
determined by the risk management strategy of the organization, which takes into consideration
the concerns of, constraints on, and equities of all stakeholders (including those who are not
part of the organization). Figure 2 illustrates the relationships among the cyber resiliency
constructs. These relationships are represented by mapping tables in Appendix D. As Figure 2
illustrates, a cyber-resilient system is the result of the engineering selection, prioritization, and
application of cyber resiliency design principles, techniques, and implementation approaches.
The risk management strategy for the organization is translated into specific interpretations and
prioritizations of cyber resiliency goals and objectives, which guide and inform trade-offs among
different forms of risk mitigation.

CYBER RESILIENCY SOLUTION

RISK MANAGEMENT Y coals OBJECTIVES

STRATEGY - Anticipate Understand

- Interpret, - Withstand Prevent/Avoid

determine - Recover Prepare

- Mission/Business priorities of, SR\ ETels Continue
Process Level and define - Constrain

- System Level strategies - Reconstitute

for achieving - Transform
‘ - Re-architect

- Can be further decomposed into
Inform selection and prioritization sub-objectives and capabilities.

‘ Why What

Inform selection and prioritization

- Organizational Level

O
2
©
£
=
©
bt
80
o
2
a

STRATEGIC DESIGN Selection, prioritization, and application

PRINCIPLES informed by programmatic, operational,
and technical considerations, including
and prioritization  threat considerations

Inform selection

APPROACHES
STRUCTURAL DESIGN
PRINCIPLES

ritization

TECHNIQUES ‘

FIGURE 2: RELATIONSHIPS AMONG CYBER RESILIENCY CONSTRUCTS

26 The first component of risk management addresses how organizations frame risk or establish a risk context—that
is, describing the environment in which risk-based decisions are made. The purpose of the risk-framing component is
to produce a risk management strategy that addresses how organizations intend to assess risk, respond to risk, and
monitor risk—making explicit and transparent the risk perceptions that organizations routinely use in making both
investment and operational decisions [SP 800-39]. The risk management strategy addresses how the organization
manages the risks of depending on systems that include cyber resources; is part of a comprehensive, enterprise-wide
risk management strategy; and reflects stakeholder concerns and priorities.
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2.2 CYBER RESILIENCY IN THE SYSTEM LIFE CYCLE

The following section describes general considerations for applying cyber resiliency concepts
and framework constructs to system life cycle stages and processes. Considerations include
addressing the similarities and differences in security and cyber resiliency terminology and how
the application of cyber resiliency goals, objectives, techniques, implementation approaches,
and design principles can impact systems at key stages in the life cycle. Figure 3 lists the system
life cycle processes and illustrates their application across all stages of the system life cycle. It
must be emphasized, however, that cyber resiliency engineering does not assume any specific
life cycle or system development process, and cyber resiliency analysis can be performed at any
point in and iteratively throughout the life cycle.?”

System Life Cycle Processes

Recursive, Iterative, Concurrent, Parallel, Sequenced Execution

Agreement
Processes

Project-Enabling
Processes

Organization

Technical
Management
Processes

Technical
Processes

Source: [ISO 15288]

Life Cycle Stages

e Acquisition o Life Cycle ® Project e Business or
o Supply MOdel . Planning Mission Analysis Concept
GIMEELEME e Project e Stakeholder
o Infrastructure Assessment Needs and
Management and Control Requirements
e Portfolio e Decision Definition Development
Management Management e System
o Human o Risk Req_ui'r'ements E
Resource Management Definition 2 .
Management e Configuration | ® Architecture E Production
o Quality Management Definition =
Management e Information o Design Definition g o
e Knowledge Management e System Analysis Utilization
Management | o pjeasurement | o Implementation
e Quality e Integration
Assurance e Verification Support
e Transition
e Validation
e Operation Retirement
e Maintenance
e Disposal

FIGURE 3: SYSTEM LIFE CYCLE PROCESSES AND LIFE CYCLE STAGES

Cyber resiliency constructs are interpreted and cyber resiliency engineering practices are
applied in different ways, depending on the system life cycle stages. During the Concept stage,
cyber resiliency goals and objectives are tailored in terms of the concept of use for the system-
of-interest. Tailoring actions are used to elicit stakeholder priorities for the cyber resiliency goals

27 See Section 3.2.
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and objectives. The organization’s risk management strategy is used to help determine which
strategic design principles are most relevant. The strategic design principles and corresponding
structural design principles are aligned with design principles from other specialty engineering
disciplines. Notional or candidate system architectures are analyzed with respect to how well
the prioritized cyber resiliency goals and objectives can be achieved and how well the relevant
strategic cyber resiliency design principles can be applied. The tailoring of objectives can also be
used to identify or define potential metrics or measures of effectiveness for proposed cyber
resiliency solutions. Once again, the risk management strategy that constrains risk response or
risk treatment (e.g., commitment to specific technologies, requirements for interoperability with
or dependence on other systems) is used to help determine which techniques and approaches
can or cannot be used in cyber resiliency solutions. In addition, during the Concept stage, cyber
resiliency concerns for enabling systems for production, integration, validation, and supply chain
management are identified, and strategies for addressing those concerns are defined.

During the Development stage, the relevant structural cyber resiliency design principles (i.e.,
those principles which can be applied to the selected system architecture and which support the
strategic cyber resiliency design principles) are identified and prioritized based on how well the
design principles enable the prioritized cyber resiliency objectives to be achieved. The cyber
resiliency techniques and approaches indicated by the structural design principles are analyzed
with respect to whether and where they can be used in the selected system architecture given
the constraints identified earlier. Cyber resiliency solutions are defined and analyzed with
respect to potential effectiveness and compatibility with other aspects of trustworthiness.

Analysis of potential effectiveness considers the relative effectiveness of the solution against
potential threat events or scenarios [SP 800-30] and the measures of effectiveness for cyber
resiliency objectives. Analysis of compatibility with other aspects of trustworthiness considers
potential synergies or conflicts associated with technologies, design principles, or practices
specific to other specialty engineering disciplines, particularly security, reliability, survivability,
and safety. In addition, specific measures for assessing whether or not the prerequisite
requirements have been satisfied within the solution space are defined. This may include, for
example, a determination of the baseline reliability of the technology components needed to
deliver cyber-resilient capabilities within a system element.

In addition, during the Development stage, the implementation of cyber resiliency solutions is
analyzed and evaluated. The verification strategy for cyber resiliency solutions typically includes
adversarial testing or demonstration of mission or business function measures of performance
in a stressed environment with adversarial activities. The operational processes and procedures
for using technical solutions are defined, refined, and validated with respect to the ability to
meet mission and business objectives despite adversity involving systems containing cyber
resources. The cyber resiliency perspective calls for testing and other forms of validation or
verification that include adversarial threats among (and in combination with) other stresses on
the system. During this life cycle stage, resources (e.g., diverse implementations of critical
system elements, alternative processing facilities) required to implement specific courses of
action are also developed.

During the Production stage, the verification strategy is applied to instances or versions of the
system-of-interest and associated spare parts or components. The verification strategy for the
cyber resiliency requirements as applied to such instances and system elements includes
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adversarial testing or demonstration in a stressed environment. In addition, during the
Production stage, cyber resiliency concerns for enabling systems for production, integration,
validation, and supply chain management continue to be identified and addressed.

During the Utilization stage, the effectiveness of cyber resiliency solutions in the operational
environment is monitored. Effectiveness may decrease due to changes in the operational
environment (e.g., new mission or business processes, increased user population, deployment in
new locations, addition or removal of other systems or system elements with which the system-
of-interest interacts), the threat environment (e.g., new threat actors, new vulnerabilities in
commonly used technologies), or the technical environment (e.g., the introduction of new
technologies into other systems with which the system-of-interest interacts). Cyber resiliency
solutions may need to be adapted to address such changes (e.g., defining new courses of action,
changing mission or business processes and procedures, reconfiguring system elements). New
stakeholders may arise from changes in the operational environment, and their concerns may
change the relative priorities of cyber resiliency objectives. Changes in the threat or technical
environment may make some techniques or approaches less feasible, while changes in the
technical or operational environment may make others more viable.

During the Support stage, maintenance and upgrade of the system or system elements can
include integration of new cyber resiliency solutions into the system-of-interest. This stage also
provides opportunities to revisit the prioritization and tailoring of cyber resiliency objectives.
Upgrades to or modifications of system capabilities can include significant architectural changes
that address accumulated changes to the operational, threat, and technical environments.
System modifications and upgrades can also introduce additional vulnerabilities, particularly
with architectural changes.

During the Retirement stage, system elements or the entire system-of-interest are removed
from operations. The retirement process can affect other systems with which the system-of-
interest interacts and can decrease the cyber resiliency of those systems and of the supported
mission or business processes. Retirement strategies can include phased removal of system
elements, turnkey removal of all system elements, phased replacement of system elements, and
turnkey replacement of the entire system-of-interest. Cyber resiliency objectives and priorities
are identified for the systems, missions, and business functions in the operational environment
to inform analysis of the potential or expected effects of different retirement strategies on the
ability to achieve those objectives. Like the support stage, the retirement stage can introduce
significant vulnerabilities, particularly during disposal and unintended residue remaining from
decommissioned assets.

Table 4 illustrates changes in emphasis for the different cyber resiliency constructs, particularly
with respect to cyber resiliency objectives (bolded).

TABLE 4: CYBER RESILIENCY IN LIFE CYCLE STAGES

LIFE CYCLE STAGES ROLE OF CYBER RESILIENCY CONSTRUCTS

CONCEPT - Prioritize and tailor objectives.
- Prioritize design principles and align with other disciplines.
- Limit the set of techniques and approaches to use in solutions.
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LIFE CYCLE STAGES ROLE OF CYBER RESILIENCY CONSTRUCTS

DEVELOPMENT Apply design principles to analyze and shape architecture and design.
Use techniques and approaches to define alternative solutions.
Develop capabilities to achieve the Prevent/Avoid, Continue, Constrain,

Reconstitute, and Understand objectives.

PRODUCTION

Implement and evaluate the effectiveness of cyber resiliency solutions.
- Provide resources (or ensure that resources will be provided) to achieve
the Prepare objective.

UTILIZATION

Monitor the effectiveness of cyber resiliency solutions using capabilities
to achieve Understand and Prepare objectives.

Reprioritize and tailor objectives as needed, and adapt mission, business,
and/or security processes to address environmental changes (Transform
objective).

SUPPORT

Revisit the prioritization and tailoring of objectives; use the results of
monitoring to identify new or modified requirements.

Revisit constraints on techniques and approaches.

Modify or upgrade capabilities consistent with changes as noted (Re-
Architect objective).

RETIREMENT

Prioritize and tailor objectives for the environment of operation.
Ensure that disposal processes enable those objectives to be achieved,
modifying or upgrading capabilities of other systems as necessary (Re-
Architect objective).

2.3 RISK MANAGEMENT AND CYBER RESILIENCY

Organizations manage the missions, business functions, and operational risks related to a
dependence on systems that include cyber resources as part of a larger portfolio of risks,?
including financial and reputational risks; programmatic or project-related risks associated with
developing a system (e.g., cost, schedule, performance); security risks associated with the
organization’s mission or business activities, information the organization processes or handles,
or requirements arising from legislation, regulations, policies, or standards; and cybersecurity
risks. A proposed cyber resiliency solution, while intended primarily to reduce mission, business,
or operational risk, can also reduce other types of risk (e.g., security risk, reputational risk,
supply chain risk, performance risk). However, like any solution to a risk management problem,
it can also increase other types of risk (e.g., financial, cost, or schedule risk). As part of a
multidisciplinary systems engineering effort, systems security engineers and risk management
professionals are responsible for articulating the potential risk impacts of alternative solutions,
determining whether those impacts fall within the organizational risk tolerance, deciding
whether the adoption of a proposed solution is consistent with the organization’s risk
management strategy, and informing the organization’s risk executive (function) of risk trade-
offs.?

28 These risks are typically addressed by organizations as part of an Enterprise Risk Management (ERM) program. See
[IR 8286].

29 See Section 3.2.1 and Section C.4.
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At the organizational level, a cyber resiliency perspective on risk management can lead to
analysis of and management of risks associated with programs and initiatives at multiple levels,
which involve investment in, transition to, use of, or transition away from different cyber
technologies. The environment in which a system-of-interest is engineered is rarely static.
Related programes, initiatives, or other efforts can include programs at federal agencies to
transition to a zero trust architecture, initiatives to reduce software supply chain risks driven by
[EO 14028], and initiatives to transition to IPv6 and away from IPv4. Such organization-level
programs and initiatives can affect the execution of efforts at lower levels (e.g., an acquisition
program for a specific system or service, an initiative to redefine a mission or business process
to better accommodate telework).

Motivated by the cyber resiliency Adapt goal, an organization’s risk management strategy can
call for the analysis of questions such as:
e How does each step in a transition plan or an investment plan change the attack surface?

e Are new attack vectors enabled by a given step? How will they be mitigated? Will they be
removed in a later step?

e Does this step increase fragility, complexity, or instability, and if so, how will those risks be
managed?

e On what other programs or initiatives does this step depend, and how will the risks that
those efforts will not achieve the expected objectives be managed?

e What new or modified operational procedures and processes are assumed, and how will
they be resourced and staffed?

e What policy or governance changes are assumed? How will they be achieved? What risks
would result if they are not achieved?

e How will the cyber resiliency objectives (as interpreted and prioritized by the organization)
continue to be achieved in the face of changes resulting from different programs and
initiatives?

GENERALIZED CYBER RESILIENCY CONSTRUCTS

The definitions of the cyber resiliency goals, objectives, and techniques are generally defined so
that they can be applied to all types of threats (not solely cyber threats) and all types of systems
(not solely systems that include or are enabled by cyber resources). However, the motivation for
these definitions and for the selection of objectives and techniques for inclusion in the cyber
resiliency engineering framework is the recognition of dependence on systems involving cyber
resources in a threat environment that includes the APT.

CHAPTER TWO PAGE 21




800

801
802

806
807
808
809
810

811

812
813
814
815
816
817
818
819

820
821
822
823
824
825
826
827
828
829

830

831
832
833
834
835

NIST SP 800-160, VoL. 2, REV. 1 (DRAFT) DEVELOPING CYBER-RESILIENT SYSTEMS

805

CHAPTER THREE

CYBER RESILIENCY IN PRACTICE

APPLYING CYBER RESILIENCY CONCEPTS, CONSTRUCTS, PRACTICES

most relevant to a system-of-interest and describes a tailorable process for applying cyber
resiliency concepts, constructs, and practices to a system. It also includes guidance on the
cyber resiliency analysis carried out during the system life cycle to determine whether the cyber
resiliency properties and behaviors of a system-of-interest, regardless of its life cycle stage, are
sufficient for the organization using that system to meet its mission assurance, business
continuity, or other security requirements in a threat environment and contested cyberspace
that includes the APT.

This chapter identifies considerations for determining which cyber resiliency constructs are
4

3.1 SELECTING AND PRIORITIZING CYBER RESILIENCY CONSTRUCTS

The variety of concerns, technologies, and practices related to cyber resiliency results in an
extensive framework for cyber resiliency engineering. For example, the engineering framework
identifies 14 cyber resiliency techniques and 50 cyber resiliency implementation approaches.
The engineering framework is also complex, with relationships among the constructs of goals,
objectives, design principles, techniques, and approaches as discussed in Appendix D. Cyber
resiliency design principles, techniques, and approaches build on, complement, or function in
synergy with mechanisms intended to ensure other quality properties (e.g., security, safety, and
system resilience).

The variety of circumstances and types of systems for which cyber resiliency can be applied
means that no single cyber resiliency technique, approach, or set of approaches is universally
optimal or applicable. Systems security engineering seeks to manage risk rather than provide a
universal solution. The choice of a risk-appropriate set of cyber resiliency techniques and
approaches depends on various trade space considerations and risk factors that are assessed
during the systems engineering processes. Employing all cyber resiliency techniques and
approaches is not needed to achieve the cyber resiliency objectives prioritized by stakeholders.
In fact, it is not possible to employ all techniques and approaches simultaneously. The following
subsections describe factors to consider when selecting a set of cyber resiliency techniques and
implementation approaches that best fits the system-of-interest.

3.1.1 Achievement of Goals and Objectives

Cyber resiliency techniques and associated implementation approaches are employed to
achieve mission or business objectives. The relative priorities of cyber resiliency goals and
objectives are determined by the mission or business objectives. The selection of specific cyber
resiliency techniques and approaches is therefore driven in part by the relative priorities of the
objectives they support.*

30 See Appendix D, Table D-13.
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3.1.2 Cyber Risk Management Strategy

An organization’s cyber risk management strategy (i.e., its strategy for managing risks stemming
from dependencies on systems which include cyber resources) is part of its risk management
strategy and includes its risk framing for cyber risks.3! The organization’s risk frame identifies
which risks or risk factors (i.e., potential impacts or consequences) are unacceptable. For cyber
resiliency, the risk frame assumes an advanced adversary with a persistent presence in
organizational systems. The risk response portion of the risk management strategy can include
priorities or preferences for the types of effects on adversary activities®? to seek in cyber
resiliency solutions.

An organization’s risk management strategy is constrained by such factors as legal, regulatory,
and contractual requirements as reflected in organizational policies and procedures; financial
resources; legacy investments; and organizational culture. These constraints can be reflected in
the selection and tailoring of cyber resiliency techniques, approaches, and design principles. For
example, organizational policies and culture can strongly influence whether and how the cyber
resiliency technique of Deception is used. The risk management strategy can define an order of
precedence for responding to identified risks analogous to the safety order of precedence, such
as “harden, sensor, isolate, obfuscate.” Together with the strategic design principles selected
and specifically tailored to a given program, mission, business function, or system, the order of
precedence can guide the selection and application of structural design principles at different
locations in an architecture.?

3.1.3 System Type

The set of cyber resiliency techniques and approaches which are most relevant to and useful in a
system depends on the type of system. The following present some general examples of system
types and examples of techniques and approaches that might be appropriate for those types of
systems. Additional (more specific) examples are provided at the SP 800-160, Volume 2 website.
In addition to the techniques and approaches listed in the examples below, there may be other
techniques and approaches that could be useful for a particular type of system. The specific
aspects of the system in question will impact the selection as well.

e Enterprise IT Systems, Shared Services, and Common Infrastructures

Enterprise IT (EIT) systems are typically general-purpose computing systems—very often
with significant processing, storage, and bandwidth—capable of delivering information
resources which can meet the business or other mission needs of an enterprise or a large
stakeholder community. As such, all of the cyber resiliency techniques and associated
approaches may potentially be viable, although their selection would depend on the other
considerations noted in this section.

31 Risk management consists of four major components: risk framing, risk assessment, risk response, and risk
monitoring [SP 800-39]. Security risks are considered throughout an organization’s enterprise risk management (ERM)
process. This includes identifying the risk context; identifying, analyzing, and prioritizing risks; planning and executing
risk response strategies; and monitoring, evaluating, and adjusting risk [IR 8286]. Risk response is also referred to as
risk treatment [SP 800-160 v1] [ISO 73]. Organizational risk tolerance is determined as part of the risk framing
component and defined in the risk management strategy [SP 800-39].

32 See Appendix F.
33 See Appendix D.
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871 e Large-Scale Processing Environments

872 Large scale processing environments (LSPEs) handle large numbers of events (e.g., process
873 transactions) with high confidence in service delivery. The scale of such systems makes them
874 highly sensitive to disruptions to or degradation of service. Therefore, the selective use of
875 the Offloading and Restriction implementations approaches can make the scale of such

876 systems more manageable. This, in turn, will support the application of Analytic Monitoring
877 and the Mission Dependency and Status Visualization approach to Contextual Awareness in
878 a manner that does not significantly affect performance. LPSEs often implement Dynamic
879 Positioning functionality that can be repurposed to help improve cyber resiliency via the
880 Functional Relocation of Cyber Resources, Fragmentation, and Distributed Functionality

881 approaches.

882 e System-of-Systems

883 Many cyber resiliency techniques are likely to be applicable to a system-of-systems, but

884 some techniques and approaches can offer greater benefits than others. For example,

885 Contextual Awareness implemented via Mission Dependency and Status Visualization can be
886 applied to predict the potential mission impacts of cyber effects of adversary activities on
887 constituent systems or system elements. The Calibrated Defense-in-Depth and Consistency
888 Analysis approaches to the technique of Coordinated Protection can help ensure that the
889 disparate protections of the constituent systems operate consistently and in a coordinated
890 manner to prevent or delay the advance of an adversary across those systems. For a system-
891 of-systems involving constituent systems that were not designed to work together and that
892 were developed with different missions, functions, and risk frames, Realignment could also
893 be beneficial. In particular, the Offloading and Restriction approaches could be used to

894 ensure that the core system elements are appropriately aligned to the overall system-of-
895 system mission.

896 e Critical Infrastructure Systems

897 Critical infrastructure systems are often specialized, high-confidence, dedicated, purpose-
898 built systems that have highly deterministic properties. Therefore, the availability and

899 integrity of the functionality of the systems are very important as the corruption or lack of
900 availability of some of the key system elements could result in significant harm. For these
901 reasons, techniques adapted from system resilience, such as Redundancy (particularly the
902 Protected Backup and Restore and Surplus Capacity approaches) coupled with aspects of
903 Diversity (e.g., Architectural Diversity, Supply Chain Diversity), could prevent attacks from
904 having mission or business consequences and also maximize the chance of continuation of
905 the critical or essential mission or business operations. Segmentation can isolate highly
906 critical system elements to protect them from an adversary’s activities. Approaches such as
907 Trust-Based Privilege Management and Attribute-Based Usage Restriction could constrain
908 the potential damage that an adversary could inflict on a system.

909 e Cyber-Physical Systems

910 As with critical infrastructure systems, cyber-physical systems (CPS) often have significant
911 limitations regarding storage capacity, processing capabilities, and bandwidth. In addition,
912 many of these systems have a high degree of autonomy with limited human interaction.
913 Some cyber-physical systems operate with no active network connection, although they
914 may connect to a network under specific circumstances (e.g., scheduled maintenance). Non-
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Persistent Services support the periodic refreshing of software and firmware from a trusted
source (e.g., an offline redundant component), in effect flushing out any malware. However,
that approach applies only if the organization can allow for the periodic downtime that the
refresh would entail. Similarly, the Integrity Checks approach to Substantiated Integrity
implemented via cryptographic checksums on critical software could help enable embedded
systems to detect corrupted software components.

e Internet of Things

An Internet of Things (IoT) system consists of system elements with network connectivity,
which communicate with an Internet-accessible software application. That software
application, which is part of the loT system, orchestrates the behavior of or aggregates the
data provided by constituent system elements. As in a cyber-physical system, the system
elements have limitations in the areas of power consumption, processing, storage capacity,
and bandwidth, which in turn may limit the potential for such processing-intensive cyber
resiliency approaches as Obfuscation or Adaptive Management at the device level. Because
many “things” (e.g., light bulbs, door locks) are small and relatively simple, they often lack
the capacity for basic protection. However, the Integrity Checks approach to Substantiated
Integrity could still be viable, applied in conjunction with reliability mechanisms. An loT
system assumes Internet connectivity, although the set of “things” are usually capable of
functioning independently if not connected. Because many loT systems do not assume
technical expertise on the part of users, cyber resiliency techniques and approaches that
involve human interaction (e.g., Disinformation, Misdirection) may not be appropriate. In
addition, the design of loT systems accommodates flexibility and repurposing of the
capabilities of constituent “things.” Thus, an application that orchestrated the behavior of
one set of “things” may be upgraded to orchestrate additional sets, the members of which
were not designed with that application in mind. Such changes to the loT systems to which
that application or the additional sets originally belong can benefit from the application of
Realignment. At the level of an loT system (rather than at the level of individual system
elements), Segmentation and Consistency Analysis can be applied.

3.1.4 Cyber Resiliency Conflicts and Synergies

Cyber resiliency techniques can interact in several ways. One technique can depend on another
so that the first cannot be implemented without the second; for example, Adaptive Response
depends on Analytic Monitoring or Contextual Awareness since a response requires a stimulus.
One technique can support another, making the second more effective; for example, Diversity
and Redundancy are mutually supportive. One technique can use another so that more design
options are available than if the techniques were applied independently; for example, Analytic
Monitoring can use Diversity in a design, which includes a diverse set of monitoring tools.

However, one technique can also conflict with or complicate the use of another. For example,
Diversity and Segmentation can each make Analytic Monitoring and Contextual Awareness more
difficult; a design that incorporates Diversity requires monitoring tools that can handle the
diverse set of system elements, while implementation of Segmentation can limit the visibility of
such tools. In selecting techniques in accordance with the risk management strategy and design
principles, synergies and conflicts between various techniques are taken into consideration. The
text below offers three illustrative examples of the interplay, focusing on the techniques that
increase an adversary’s work factor.
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As a first example, Dynamic Positioning and Non-Persistence enable operational agility by
making it more difficult for an adversary to target critical resources. These techniques support
the Continue, Constrain, and Reconstitute objectives and are part of applying the Support agility
and architect for adaptability strategic design principle and the Change or disrupt the attack
surface structural design principle. At the same time, these techniques (and the associated
implementation approaches) also make it more difficult for an organization to maintain
situational awareness of its security posture. That is, Dynamic Positioning and Non-Persistence
complicate the use of Contextual Awareness and aspects of Analytic Monitoring, and thus can
conflict with the Maintain situational awareness structural design principle.

As a second example, Redundancy and Diversity together are effective at resisting adversary
attacks. These techniques enhance the system’s ability to achieve the Continue and Reconstitute
objectives and apply the Plan and manage diversity and Maintain redundancy structural design
principles. However, the implementation of both Redundancy and Diversity will increase the
system’s attack surface.

As a final example, Deception can lead the adversary to waste effort and reveal tactics,
techniques, and procedures (TTP), but it can also complicate the use of aspects of Analytic
Monitoring and Contextual Awareness. In general, while Redundancy, Diversity, Deception,
Dynamic Positioning, and Unpredictability will likely greatly increase the adversary work factor,
they come at a cost to some other cyber resiliency objectives, techniques, and design principles.

No technique or set of techniques is optimal with respect to all decision factors. There are
always ramifications for employing any given technique. The determination of the appropriate
selection of techniques is a trade decision that systems engineers make. A more complete
identification of potential interactions (e.g., synergies and conflicts) between cyber resiliency
techniques is presented in Table D-3.

3.1.5 Other Disciplines and Existing Investments

Many of the techniques and implementation approaches supporting cyber resiliency are well-
established. Some technologies or processes are drawn from other disciplines (e.g., Continuity
of Operations [COOP], cybersecurity) but are used or executed in a different manner to support
cyber resiliency. These include Adaptive Response, Analytic Monitoring, Coordinated Protection,
Privilege Restriction, Redundancy, and Segmentation. Others are drawn from disciplines that
deal with non-adversarial threats (e.g., safety, reliability, survivability). These include Contextual
Awareness, Diversity, Non-Persistence, Realignment, and Substantiated Integrity. Still others are
cyber adaptations of non-cyber concepts drawn from disciplines that deal with adversarial
threats (e.g., medicine, military, sports). These include Deception, Dynamic Positioning, and
Unpredictability. Legacy investments made by an organization in these other disciplines can
influence which cyber resiliency techniques and approaches are most appropriate to pursue.

3.1.5.1 Investments from Cybersecurity, COOP, and Resilience Engineering

Redundancy-supporting approaches—such as backup, surplus capacity, and replication—are
well-established in COOP programs. From a cyber resiliency perspective, however, these
approaches are not sufficient to protect against the APT. A threat actor might choose to target
backup servers as optimum locations to implant malware if those servers are not sufficiently
protected. In addition, remote backup servers that employ the same architecture as the primary
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server are vulnerable to malware that has compromised the primary server. However, if an
organization has already invested in backup services (in support of COOP or cybersecurity),
those services can be enhanced by requiring an adversary to navigate multiple distinct defenses,
authentication challenges (Calibrated Defense-in-Depth approach to Coordinated Protection), or
some form of Synthetic Diversity to compensate for known attack vectors.

Contextual Awareness and Analytic Monitoring capabilities are often provided by performance
management and cybersecurity functions, including cyber situational awareness, anomaly
detection, and performance monitoring. However, the off-the-shelf implementations of these
functions are generally insufficient to detect threats from advanced adversaries. Enhancing
existing investments in both detection and monitoring by integrating data from sensor and
monitor readings from disparate sources is a way to take these existing investments and make
them an effective cyber resiliency tool. Another way to make existing technology more cyber-
resilient is to complement the existing monitoring services with information from threat
intelligence sources, enabling these tools to be better-tuned to look for known observables
(e.g., indicators of adversary TTPs).

Some approaches to Segmentation and Coordinated Protection appear in information security
or cybersecurity. Predefined Segmentation, as reflected in boundary demilitarized zones
(DMZs), is a well-established construct in cybersecurity. One important distinction of cyber
resiliency is that the segmentation is applied throughout the system, not just at the system
boundary. In addition, the Dynamic Segmentation and Isolation approach allows for changing
the placement and/or activation of the protected segments. For Coordinated Protection, the
defense-in-depth approach is often used for security or system resilience. Ensuring that those
protections work in a coordinated fashion is one of the distinguishing aspects of cyber resiliency.

3.1.5.2 Investments from Non-Adversarial Disciplines

Some cyber resiliency techniques and approaches come from disciplines such as safety or
performance management. Diversity and certain implementations of Substantiated Integrity,
such as Byzantine quorum systems3* or checksums on critical software, can be traced back to
the safety discipline.® Therefore, systems that have been designed with safety in mind may
already have implemented some of these capabilities. However, the safety capabilities were
designed with the assumption that they were countering non-adversarial threat events. To
make these capabilities useful against the APT, certain changes are needed. From a safety
perspective, it may be sufficient to only employ polynomial hashes on critical software to ensure
that the software has not been corrupted over time. However, such hashes are not sufficient
when dealing with the APT, which is able to corrupt the software and data and then recalculate
the checksum. Instead, what is needed in those instances are cryptographic-based polynomial
checksums.

Other capabilities such as Non-Persistence and Adaptive Response are very common in cloud
and virtualization architectures. Again, these capabilities were not designed or employed to

34 The National Aeronautics and Space Administration (NASA) Space Shuttle Program applied this concept in multiple
computers, which would vote on certain maneuvers.

35 This is an example of operational redundancy where specific failure modes are managed as part of the nominal
operation of the system. Redundant Array of Independent Disks (RAID) storage systems and “hyper-converged”
computing architectures (i.e., those relying on erasure code for distributed data stores) also fall into this category.
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specifically counter the APT but to facilitate rapid deployment of implementations. From a
system design and implementation perspective, it is most likely easier to employ existing
virtualization technology and change the criteria of when and why to refresh critical services
(e.g., periodically refresh the software and firmware with the goal of flushing out malware) than
it is to deploy Non-Persistence in a system that cannot implement the capability.

3.1.5.3 Investments from Adversarial Disciplines

Several of the cyber resiliency techniques and approaches are cyber adaptions of non-cyber
methods used in adversary-oriented disciplines (e.g., medicine, military, sports). These include
the Deception, Unpredictability, and Dynamic Positioning techniques and the Dynamic Threat
Awareness and Evolvability approaches. None of those techniques or approaches are employed
in non-adversarial disciplines. These is no reason in resilience engineering to attempt to
“mislead” a hurricane, nor is there any benefit in safety engineering to include an element of
unpredictability. The value of these constructs in non-cyber environments is well established.
Because these adversarial-derived techniques and approaches are not typically found in
disciplines such as safety, resilience engineering, or COOP, it is much more challenging to
provide them by enhancing existing constructs. Therefore, they may be more challenging to
integrate into an existing system.

3.1.6 Architectural Locations

The selection of cyber resiliency techniques or approaches depends, in part, on where (i.e., at
what layers, in which components or system elements, at which interfaces between layers or
between system elements) in the system architecture cyber resiliency solutions can be applied.
The set of layers, like the set of system components or system elements, in an architecture
depends on the type of system. For example, an embedded system offers a different set of
possible locations than an enterprise architecture that includes applications running in a cloud.
The set of possible layers can include, for example, an operational (people-and-processes) layer,
a support layer, and a layer to represent the physical environment.

Different cyber resiliency techniques or approaches lend themselves to implementation at
different architectural layers.3® Some approaches can be implemented at multiple layers, in
different ways, and with varying degrees of maturity. Other approaches are highly specific to a
layer; for example, Asset Mobility is implemented in the operations layer or in the physical
environment. For some layers, many approaches may be applicable; for others, relatively few
approaches may be available. For example, relatively few approaches can be implemented at
the hardware layer. These include Dynamic Reconfiguration, Architectural Diversity, Design
Diversity, Replication, Predefined Segmentation, and Integrity Checks.

Similarly, some cyber resiliency approaches lend themselves to specific types of components or
system elements. For example, Fragmentation applies to information stores. Some approaches
assume that a system element or set of system elements has been included in the architecture
specifically to support cyber defense. These include Dynamic Threat Awareness, Forensic and
Behavioral Analysis, and Misdirection. Other cyber resiliency approaches assume that a system
element has been included in the architecture, explicitly or virtually, to support the mission,

36 See Appendix D, Table D-4.
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security, or business operations. These include Sensor Fusion and Analysis, Consistency Analysis,
Orchestration, and all of the approaches to Privilege Restriction.

Finally, some techniques or approaches lend themselves to implementation at interfaces
between layers or between system elements. These include Segmentation, Monitoring and
Damage Assessment, and Behavior Validation.

3.1.7 Effects on Adversaries, Threats, and Risks

The selection of cyber resiliency techniques and approaches can be motivated by potential
effects on adversary activities or on risk. Two resiliency techniques or approaches listed as both
potentially having the same effect may differ in how strongly that effect applies to a given threat
event, scope (i.e., the set of threat events for which the effect is or can be produced), and
affected risk factors. For example, all approaches to Non-Persistence can degrade an adversary’s
ability to maintain a covert presence via the malicious browser extension TTP; closing the
browser session when it is no longer needed, a use of Non-Persistent Services, degrades the
adversary’s activity more than do the other Non-Persistence approaches. Some techniques or
approaches will affect more risk factors (e.g., reduce the likelihood of impact or reduce the level
of impact) than others. The security mechanisms or processes used to implement a particular
cyber resiliency approach will also vary with respect to their scope and strength. For example, a
Misdirection approach to the Deception technique, implemented via a deception net, and the
Sensor Fusion and Analysis approach to Analytic Monitoring, implemented via a holistic suite of
intrusion detection systems, will both achieve the detect effect. However, the effectiveness and
scope of the two vary widely. For this reason, engineering trade-offs among techniques,
approaches, and implementations should consider the actual effects to be expected in the
context of the system’s architecture, design, and operational environment.

In general, systems security engineering decisions seek to provide as complete a set of effects as
possible and to maximize those effects with the recognition that this optimization problem will
not have a single solution. The rationale for selecting cyber resiliency techniques or approaches
that have complete coverage of the potential effects relates to the long-term nature of the
threat campaigns. Potentially, engagements with the APT may go on for months, if not years,
possibly starting while a system is in development or even earlier in the life cycle. Given the
nature of the threat, its attacks will likely evolve over time in response to a defender’s actions.
Having a selection of techniques and approaches—where each technique and approach
supports (to different degrees and in different ways) multiple effects on the adversary, and the
union of the techniques and approaches allows for all potential effects on an adversary—
provides the systems engineers with the flexibility to evolve and tailor the effects to the
adversary’s changing actions. This is analogous to team sports where a team will change its
game plan in response to player injuries and the changing game plan of the other team. A team
with players who can play multiple positions gives it the flexibility to respond to changes by the
opposition and to potentially replace injured players.

Different cyber resiliency techniques and approaches can have different effects on threat events

and risk. No single technique or approach can create all possible effects on a threat event, and
no technique or approach or set of techniques or approaches can eliminate risk. However, by
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considering the desired effects, systems engineers can select a set of techniques that will
collectively achieve those effects.?’

3.1.8 Maturity and Potential Adoption

Approaches to applying cyber resiliency techniques vary in maturity and adoption. The decision
to use less mature technologies depends on the organization’s risk management strategy and its
strategy for managing technical risks. Many highly mature and widely adopted technologies and
processes that were developed to meet the general needs of performance, dependability, or
security can be used or repurposed to address cyber resiliency concerns. These pose little, if any,
technical risk. Changes in operational processes, procedures, and configuration changes may be
needed to make these technologies and processes effective against the APT and thus part of
cyber resiliency solutions.

A growing number of technologies are specifically oriented toward cyber resiliency, including
moving target defenses and deception toolkits. These technologies are currently focused on
enterprise IT environments. As these technologies become more widely adopted, the decision
to include the technologies is influenced more by policy than by technical risk considerations.
This is particularly the case for applications of the Deception and Unpredictability cyber
resiliency techniques.

Cyber resiliency is an active research area. Technologies are being explored to improve the
cyber resiliency of cyber-physical systems, high-confidence dedicated-purpose systems, and
large-scale processing environments. The integration of solutions involving new technologies to
reduce risks due to the APT should be balanced against risks associated with perturbing such
systems.

3.2 ANALYTIC PRACTICES AND PROCESSES

In the context of systems security engineering, cyber resiliency analysis is intended to determine
whether the cyber resiliency properties and behaviors of a system-of-interest, regardless of its
system life cycle stage, are sufficient for the organization using that system to meet its mission
assurance, business continuity, or other security requirements in a threat environment that
includes the APT. Cyber resiliency analysis is performed with the expectation that such analysis
will support systems engineering and risk management decisions about the system-of-interest.
Depending on the life cycle stage, programmatic considerations, and other factors discussed
above, a cyber resiliency analysis could recommend architectural changes, the integration of
new products or technologies into the system, changes in how existing products or technologies
are used, or changes in operating procedures or environmental protections consistent with and
designed to implement the organization’s risk management strategy.

The following subsections describe a general, tailorable process for cyber resiliency analysis
consisting of steps and tasks, as summarized in Table 5. A variety of motivations for a cyber
resiliency analysis are possible, including ensuring that cyber risks due to the APT are fully
considered as part of the RMF process or other risk management process, supporting systems
security engineering tasks, and recalibrating assessments of risk and risk responses based on
information about new threats (e.g., information about a cyber incident or an APT actor), newly

37 See Appendix F.
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discovered vulnerabilities (e.g., discovery of a common design flaw), and problematic
dependencies (e.g., discovery of a supply chain issue). Although described in terms of a broad
analytic scope, the process can be tailored to have a narrow scope, such as analyzing the
potential cyber resiliency improvement that could be achieved by integrating a specific
technology or identifying ways to ensure adequate cyber resiliency against a specific threat
scenario.

The analytic processes and practices related to cyber resiliency are intended to be integrated
with those for other specialty engineering disciplines, including security, systems engineering,
resilience engineering, safety, cybersecurity, and mission assurance.3 In addition, analytic
processes and practices related to cyber resiliency can leverage system representations offered
by model-based systems engineering (MBSE) and analytic methods (including those involving
artificial intelligence [Al] and machine learning [ML]) integrated into MBSE.

A variety of artifacts can provide information used in a cyber resiliency analysis depending on its
scope, the life cycle stage of the system or systems within the scope of the analysis, the step in
the RMF of the in-scope system or systems, the extent to which the organization relying on the
system or systems has done contingency planning, and (for systems in the Utilization life cycle
stage) reports on security posture and incident response. These artifacts can include engineering
project plans, system security plans, supply chain risk management plans [SP 800-161], reports
on security posture [SP 800-37], penetration test results, contingency plans [SP 800-34], risk
analyses [SP 800-30], after-action reports from exercises, incident reports,