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Abstract 83 

Authentication appears to be headed into crisis with the difficulties of passwords, the need for 84 
derived credentials, and the uncertainty of quantum processing, mobile platforms, and the 85 
Internet of Things. The establishment of an ontology of authentication can better manage the 86 
requirements placed upon both systems and users. This document includes a survey of 87 
authentication mechanisms, establishing the need and basis for authentication metrology, as well 88 
as key factors in determining strength and management requirements when assessing an 89 
authentication system in a given environment. 90 

Keywords 91 

IAA process; attestation; authentication; confirmation; continuous authentication; measurement; 92 
ontology; static authentication; usability.  93 

  94 



NISTIR 8344 (DRAFT)  ONTOLOGY FOR AUTHENTICATION 

iv 

Acknowledgements 95 

The efforts of Mary Theofanos to inform and educate the author concerning the insertion of 96 
Usability into Authentication are greatly appreciated. 97 

 98 

Document Conventions 99 

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, 100 
“SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this 101 
document are to be interpreted as described in Request for Comment (RFC) 2119[1]. When these 102 
words appear in regular case, such as “should” or “may”, they are not intended to be interpreted 103 
as RFC 2119 key words. 104 

  105 



NISTIR 8344 (DRAFT)  ONTOLOGY FOR AUTHENTICATION 

v 

Call for Patent Claims 106 

This public review includes a call for information on essential patent claims (claims whose use 107 
would be required for compliance with the guidance or requirements in this Information 108 
Technology Laboratory (ITL) draft publication). Such guidance and/or requirements may be 109 
directly stated in this ITL Publication or by reference to another publication. This call also 110 
includes disclosure, where known, of the existence of pending U.S. or foreign patent applications 111 
relating to this ITL draft publication and of any relevant unexpired U.S. or foreign patents. 112 
 113 
ITL may require from the patent holder, or a party authorized to make assurances on its behalf, 114 
in written or electronic form, either: 115 
 116 

a) assurance in the form of a general disclaimer to the effect that such party does not hold 117 
and does not currently intend holding any essential patent claim(s); or 118 

 119 
b) assurance that a license to such essential patent claim(s) will be made available to 120 

applicants desiring to utilize the license for the purpose of complying with the guidance 121 
or requirements in this ITL draft publication either: 122 

 123 
i. under reasonable terms and conditions that are demonstrably free of any unfair 124 

discrimination; or 125 
ii. without compensation and under reasonable terms and conditions that are 126 

demonstrably free of any unfair discrimination. 127 
 128 
Such assurance shall indicate that the patent holder (or third party authorized to make assurances 129 
on its behalf) will include in any documents transferring ownership of patents subject to the 130 
assurance, provisions sufficient to ensure that the commitments in the assurance are binding on 131 
the transferee, and that the transferee will similarly include appropriate provisions in the event of 132 
future transfers with the goal of binding each successor-in-interest. 133 
 134 
The assurance shall also indicate that it is intended to be binding on successors-in-interest 135 
regardless of whether such provisions are included in the relevant transfer documents. 136 
 137 
Such statements should be addressed to NISTIR-8344-comments@nist.gov with the Subject: 138 
“Draft NISTIR 8344 Call for Patent Claims” 139 
 140 
 141 

mailto:NISTIR-8344-comments@nist.gov


NISTIR 8344 (DRAFT)  ONTOLOGY FOR AUTHENTICATION 

vi 

Executive Summary 142 

This document is intended for anyone who must implement or manage the authentication 143 
component of an identity management, authentication, and authorization (IAA) or attestation 144 
process. A better understanding of these general processes can improve future development of 145 
authorization components and interoperation with identity management and authentication. This 146 
document is not meant to replace authentication-related standards but to provide an 147 
understanding of authentication in general. Additionally, it may help future authentication 148 
standards development in using a common framework.  149 

This document recommends an authentication ontology—associations and relationships common 150 
to all methodologies meant to verify a construct previously associated with an entity or object. 151 
The document begins with how entity authentication fits into the IAA process and how it relates 152 
to the other components of that process. A taxonomy of authentication is presented for both 153 
entity- and object-focused authentications. Entity authentication is given the term confirmation 154 
and is broken into three areas: human-machine authentication, machine-machine authentication, 155 
and human-human authentication. The authentication of objects, given the term attestation, is 156 
then presented. Following the discussion of the taxonomy, authentication attributes are presented 157 
along with one of the most debated aspects of authentication—strength. Addressing the need to 158 
definitively measure authentication strength, four areas are identified: security, usability, 159 
deployability, and manageability. For each area, a set of environmental factors suitable for 160 
measurement are discussed. Figure 1 provides a concept map of the ontology. 161 

Human-machine authentication takes up much of this document due to the number and 162 
complexities of this type of interface. Social environment and individuals’ limitations put severe 163 
constraints on human-machine authentication mechanisms. As such, much more work continues 164 
to be done to try and bridge the gap between security and usability. To state the issue another 165 
way, there appears to be a relation between how much is asked of the operator and how willing 166 
the operator is to support security rather than (mis)manage it.  167 

  168 
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1 Introduction 234 

Authentication has been in existence since man started living in groups or tribes: a symbol, a 235 
secret word, or handshake provided a means to prove membership or hierarchy within the 236 
membership. Now, digital forms of authentication have become increasingly complex, driving 237 
the need to better understand what purpose authentication is attempting to fulfill and the 238 
components necessary for successful authentication. While there are many existing standards that 239 
focus on a specific method, this document addresses the overarching topic of authentication.  240 

This document represents the result of an effort to define authentication by examining 241 
mechanisms used to prove position or membership; analyzing existing methods, tools, and 242 
techniques; and developing an abstract representation of authentication features and services. 243 
Basic mechanisms used to accomplish authentication are identified and discussed in general 244 
terms. While most authentication mechanisms utilize cryptography, specific implementations of 245 
the cryptography are left to standards that address the authentication mechanism and are not 246 
included in this document. 247 

A high-level discussion of business processes for implementing an authentication system is 248 
included. Authentication impacts several different areas of an organization, especially policy 249 
generation and coordination, and is often not addressed in standards that focus on a specific 250 
mechanism. A common set of measurements that pertain to all authentication mechanisms 251 
includes: 252 

• The uniqueness of the hardware, software, or processes that represent the entity to the 253 
entity being authenticated 254 

• The resistance of the representation to being duplicated or otherwise compromised 255 
• The protection of the representation during delivery to the validating mechanism and the 256 

protection of the mechanism containing the authentication reference 257 
• The usability of human-machine authentication 258 

Management considerations for establishing or replacing an authentication scheme are identified. 259 
These attempt to characterize the proposed and existing environment to identify a reasonable 260 
authentication scheme. 261 

Authentication is the component of the IAA process that provides a degree of assurance that the 262 
entity’s assigned identity is verified. Understanding the process of properly gaining access to a 263 
system is often complicated by the inconsistent use of the terminology. Section 4.1 is an 264 
overview of the IAA process.  265 
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2 The Authentication Ontology  266 

This document proposes an overarching ontology of authentication. The concept map shown in 267 
Figure 1 identifies key factors observed from assessing authentication methodologies. Some 268 
aspects of the ontology are hierarchical or structural in nature, such as the taxonomy of 269 
authentication mechanisms provided in Figure 2. There are also several items in an ontology that 270 
may not be relational in nature; the structure is either not known or not well-defined. Relational 271 
examples include trust and the strength of authentication mechanisms. Today, strength often has 272 
a relative magnitude or structure. Similarly, only a rough overview of authentication 273 
management can be provided, as the environment is a critical element for a successful 274 
implementation. 275 

 276 

Figure 1 - Concept Map for Authentication Properties 277 

The management of authentication includes the relationship between identity management (IM) 278 
and authorization. The development, implementation, maintenance, and operation of an 279 
authentication site have both structural and relational aspects. As authentication becomes better 280 
understood, these aspects can be described in more detail. 281 

Little guidance can be found for determining the criteria for selecting authentication 282 
mechanisms. As an example, FIPS 140-2, which is being used through 2025, discusses 283 
authentication strength by simply stating that “the probability shall be less than one in 1,000,000 284 
that a random attempt will succeed…(e.g., guessing a password or PIN, false acceptance error 285 
rate of a biometric device, or some combination of authentication methods).” and that multiple 286 
attempts in a one-minute period should have a probability of success of less than one in 100,000 287 
[2]. Similarly, FIPS 140-2 minimally addresses usability by stating that feedback to an operator 288 
should not provide any information that would weaken the strength of the authentication. While 289 



NISTIR 8344 (DRAFT)  ONTOLOGY FOR AUTHENTICATION 

 3 

FIPS 140-2 has recently been updated, FIPS 140-3 leaves these types of requirements to the 290 
validation authority. 291 

Providing guidance across different mechanisms is difficult because comparisons across different 292 
mechanisms are difficult; implementation paradigms vary, and assessing strengths vary. For 293 
example, comparing the randomness of passwords with the error rates of biometrics and the key 294 
lengths of PKI solutions is subjective at best. It could be argued that much of the authentication 295 
mechanisms were selected by policy or historical precedence. While this is likely to continue for 296 
many authentication systems in the short-term, it is hoped that confidence can be gained in 297 
assessing the impact of all aspects of authentication. As authentication schemes become more 298 
sophisticated, identifying these factors can aid in achieving usable and secure systems. As 299 
technologies mature, authentication systems may no longer support the increasing requirements, 300 
and alternatives must be evaluated.  301 

To understand this ontology, it is best to consider the authentication mechanisms examined. The 302 
taxonomy groups certain mechanisms according to their similarities and aid in the understanding 303 
of further properties identified from this study. The next section covers the taxonomy of 304 
authentication.  305 
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3 A Taxonomy of Authentication Mechanisms 306 

The plethora of authentication mechanisms can be overwhelming. By grouping similar uses into 307 
a hierarchy, it becomes possible to create a taxonomy. An authentication mechanism taxonomy 308 
provides a structure to categorize different but related types of authentication mechanisms. This 309 
document proposes a taxonomy that is composed of two major classes of authentication: 310 
confirmation and attestation. Confirmation is generally used as verification of an entity to 311 
manage permissions or access. Attestation is generally the verification of a direct or indirect 312 
attribute of the object (not entity) of interest. 313 

Further analysis has led to the creation of three domains under the confirmation class: human-314 
machine (e.g., a human user authenticating on a device), machine-machine (e.g., an automated 315 
corporate internet access), and human-human authentication (e.g., in-person password recovery). 316 
Human-machine and machine-machine have been extensively discussed and researched in 317 
multiple arenas. However, while human-human methods have been popular options for 318 
authentication recovery, they are difficult to automate and are often considered susceptible to 319 
social engineering.  320 

Attestation is the second class of authentication. The purpose of attestation is to verify the object 321 
rather than use the object to verify the entity it represents. Attestation is used on objects from 322 
digital and physical watermarking to digital signatures. This class of authentication has a wide 323 
range of assurance goals, from indications that an object was not changed to preventing 324 
duplication. Currently there is only one domain for attestation: attribute. 325 

Figure 2 presents the current structure of the authentication taxonomy with the classes of 326 
confirmation and attestation, as well as the domains human-machine, machine-machine, human-327 
human, and attribute. Examples of mechanisms for each family under the domains are presented. 328 
It is expected that there will be a great deal more structure as individual mechanisms are 329 
identified and added. 330 
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 331 

Figure 2 - Authentication taxonomy 332 

3.1 Class: Confirmation 333 

The first of the two currently identified classes is confirmation. The authentication mechanism 334 
confirms that the provided hardware, software, or process representing the entity is valid for 335 
access. This taxonomy was created using existing standards and technologies. The structure was 336 
developed based on commonalities in the use of the mechanisms. There are currently three 337 
domains under the class confirmation: human-machine, machine-machine, and human-human. 338 
The remaining paragraphs of this section focus on a basic understanding of the different 339 
mechanisms for human-machine (Section 3.1.2), machine-machine (Section 3.1.3), and human-340 
human (Section 3.1.4). The other class—attestation—is discussed in Section 3.2.  341 

3.1.1 Confirmation domains 342 

The confirmation class authenticates an entity that is typically represented by one but sometimes 343 
a group of entities. Human interaction is a strong component of confirmation; two of the three 344 
domains are dependent on aspects of human capabilities or physiology. The authentication that is 345 
best known by the public is a human interacting with some interface or sensor that allows access 346 
by an individual. This domain is human-machine.  347 

For a connection resulting from a human-machine authentication to be successful, the entity 348 
often crosses several boundaries. Authentication mechanisms are often necessary to support 349 
connections across and within each layer of the Open Systems Interconnection (OSI) model. 350 
Even staying within TCP/IP communications, authentications have optimized for and across 351 
layers of abstractions, such as those presented in Figure 3 below. 352 
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While authentication technology is not restricted to IP communications, it is worthwhile to 353 
demonstrate some of the applications of authentication using IP networks. Figure 3 demonstrates 354 
the common IP hierarchy of modern computing. The machine-machine authentication 355 
technology often gates the interface of different communication layers. The application layer is 356 
typically within a single system and often requires login at the console level as a minimum. The 357 
user login at the console is managed by the administrator of the system, though it may also 358 
require the permissions of the internal network through the Active Directory or similar.  359 

 360 

Figure 3 - Authentication Implementation Complexity (not user experience) 361 

With the increase in outsourcing web services, many enterprises look to the internet for corporate 362 
services. When using web services under the control of a provider, the user and corporate entities 363 
must agree to the provider’s policies. However, cloud services may provide platforms, services, 364 
and applications while being closely tied to each corporate policy they serve. This is the domain 365 
of machine-machine confirmation authentication. 366 

A user will typically consider authenticating to a website from an enterprise network to be a 367 
simple authentication process. However, Figure 4 demonstrates the complexities in interweaving 368 
human-machine and machine-machine authentications, including the options for single sign-on 369 
for services that may support the enterprise outside of the network. 370 
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 371 

Figure 4 - Human-Machine and Machine-Machine Resources 372 

The last domain is usually the least considered but most expensive to manage. Human-human 373 
authentication is often used as a last resort after human-machine has failed. Hackers have been 374 
known to purposely lock a human-machine authentication account to try to manipulate 375 
administrators who support human-human authentication into giving the hacker access to the 376 
account.   377 

3.1.2 Domain: Human-Machine 378 

Human-machine authentication is one of the most difficult interactions to address, and the 379 
difficulty is often attributed to the differences in the capabilities between humans and machines. 380 
Initially, human-machine authentication was primarily for billing purposes on shared mainframe 381 
computers. However, as public access to computers has become more prevalent, stronger 382 
authentication requirements for human-machine interactions have become necessary. While 383 
humans have a large range of capabilities, they also appear to be limited in remembering specific 384 
information (e.g., keys, passwords of sufficient strength for today’s requirements), especially for 385 
the multiple systems with which they interact on a daily to yearly basis. Much work has gone 386 
into establishing and optimizing these authentication mechanisms and the supporting systems. 387 

In the human-machine domain, a human is in control of the hardware, software, or process that 388 
represents the entity. To accommodate the multitude of differing mechanisms, human-machine 389 
authentication has been further divided into initial, multi-modal, and continuous. Most of today’s 390 
authentication mechanisms are considered a type of initial authentication mechanism, which 391 
responds with a single response (i.e., yes or no). Three major categories of initial authentication 392 
mechanisms currently used today include passwords, dedicated authentication devices, and 393 
biometrics, with their usage as primarily one time per session. Continuous authentication is 394 
currently rare in today’s environment, but it holds much promise. It uses a mechanism that is 395 
often based on behavioral biometrics used in a continuously sampling mode. The final 396 
subdomain of human-machine authentication, multi-modal, is any combination of initial and/or 397 
continuous authentication. While an easy concept to describe, it can be very difficult to integrate, 398 
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support, and assess. 399 

It is worth noting that in cases where the user is asked to authenticate for a set of services under a 400 
central administration, a caching scheme is used by the administration for the user. Once the user 401 
successfully authenticates, the authentication mechanism may cache alternate credentials to 402 
alleviate the burden of authenticating to each system when the level of risk is expected to be 403 
sufficiently low. In these cases, it is addressed as a machine-machine authentication that is 404 
representing the human in place of a human-machine authentication. This cached authentication 405 
is discussed in this document under machine-machine authentication (Section 3.1.3) as it is an 406 
automated authentication. 407 

3.1.2.1 Family: Memorized Secret 408 

The most generic definition of memorized secret is “something you know” that is shared with 409 
only the machine confirming the user. While there are several different forms of memorized 410 
secrets—including password, personal identification number (PIN), picture, and sound—they are 411 
all used to demonstrate the user’s knowledge of the secret information to be shared only with the 412 
authentication server. Many popular articles have called for the death of passwords, yet 413 
passwords remain the most used form of authentication and are often favored as an additional or 414 
alternative form, such as to unlock a smartcard or as a backup means of authentication.  415 

A guide for enterprise password management  is available and addresses common defense 416 
mechanisms against threats for enterprise password mechanisms. It also outlines possible 417 
defenses against these threats, including single sign-on solutions and password management aids 418 
that may be permitted. Organizations that use memorized secrets for authentication often follow 419 
the latest trends without assessing the usability, making the selection and use of memorized 420 
secrets difficult if not onerous.  421 

Personal information 422 

Cognitive passwords are sometimes used as a secondary or backup authentication mechanism. 423 
The interface presents previously answered and often commonly asked questions that could 424 
easily be recalled and answered from memory. As an alternative, the server may query the user 425 
to select multiple choice questions based on historical, publicly available records to supplement 426 
proof of identity as a form of authentication. However, this has the negative side effect of 427 
collecting additional privacy information, which is typically considered to be of low value. 428 

3.1.2.2 Family: Biometric 429 

Authentication based on “something you are” often refers to biometric authentication. Common 430 
examples include fingerprint, facial, iris, and voice recognition. Biometrics used in initial 431 
authentication make a one-time determination as to the confidence that the active scan and the 432 
biometric data collected prior to authentication are from the same user. Biometrics that 433 
continuously scan and determine the level of confidence that the right person continues to use the 434 
system are forms of continuous authentication. 435 

There continue to be many attacks and countermeasures for biometrics as the field matures. A 436 
biometric typically creates a template that encapsulates the minutia of the object into a hardware, 437 
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software, or process that represents the entity, which is compared to a reference. While a single 438 
sample using a given template may be compromised, it typically does not compromise the 439 
biometric object from future use for other templates. An example of NIST recommendations for 440 
the use of biometrics in authentication mechanisms is SP 800-76-2[4]. 441 

3.1.2.2.1 Category: Initial 442 

Currently, the most common human-machine authentication is initial authentication. Initial 443 
authentication quickly validates a credential (such as a fingerprint) that the user has previously 444 
provided so that authorization can allow the user to access the requested information or 445 
functionality. Once initial authentication is completed, the connection remains until broken by 446 
the user or another monitoring mechanism.  447 

3.1.2.2.2 Category: Continuous  448 

Occasionally, users intentionally or accidentally leave the access open and available to others. 449 
Several timing-based applications or other dedicated hardware attempt to minimize this 450 
exposure. Research has focused on mechanisms that would continuously sample (usually a form 451 
of biometrics) user activity and periodically report a confidence factor as to whether the correct 452 
user is still using the system. As the factor reaches a predetermined threshold, the user is 453 
authenticated for some span of time, more closely tying the authentication to the user. However, 454 
these continuous authentication mechanisms are often limited in their use due to the non-455 
uniformity of the users (e.g., mental or physical limitations or changes). To address these issues, 456 
multiple authentication mechanisms, or multi-modal mechanisms, are being investigated for use. 457 

Behavioral Biometrics 458 

Behavioral biometrics continuously assess the user by monitoring some activity of the user, such 459 
as typing, while analyzing aspects of the typing to make sure the operator has not changed. 460 
Unlike initial authentication, continuous authentication repeatedly assesses the current user for 461 
activity and identity. Cognitive biometrics can be considered a form of behavioral biometrics that 462 
focuses on the analysis of the emanations of the brain. It may be used directly or through a 463 
translator, depending on the biometric modality. Cognitive biometrics interprets biometric data 464 
into human action, such as something heard or visualized. An example of this is electromagnetic 465 
sampling of brain activity into actions such as “virtual” movement or speech, adding a truly 466 
dynamic aspect to authentication.  467 

3.1.2.3 Family: Apparatus 468 

An authentication apparatus is often considered to be “something you have” and may include 469 
time- or event-based changing PINs or passwords in hardware devices, smartcards, or RFID-470 
based devices. A common weakness is that it is relatively easy to lose the device. This is 471 
typically countered by the use of an additional authentication mechanism, such as PINs, bundled 472 
into a stronger solution. Challenge response and signature verification protocols are two methods 473 
that are often utilized for strong solutions.  474 

Software forms of these methods are also available, though they may be considered weaker 475 
solutions. For example, a smartcard might support a PKI infrastructure and is typically 476 
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considered one of the strongest forms of authentication. Related functionality can be found in 477 
software such as a web browser using SSL, though it is typically not considered to be as secure 478 
as a hardware embodiment.  479 

Devices such as cell phones are sometimes used as a secondary authentication mechanism. 480 
However, this is more of an out-of-band authentication source than a strong authentication token. 481 
Though seldom used now, memory devices were popular. The memory device either stored a 482 
token (such as a password) or could process a simple algorithm. The physical embodiment made 483 
it difficult for attackers to replicate the device, but it would not necessarily resist sophisticated 484 
assessment techniques. Memory devices appear to be increasingly more difficult to find. 485 

It should be noted that hardware devices acting for the validation server are not considered to be 486 
a user authenticator for this taxonomy. 487 

3.1.2.4 Family: Multi-Modal 488 

Multi-modal authentication is defined as combining two or more human-machine authentication 489 
methods, whether initial or continuous, to increase the robustness of a system. Adding additional 490 
forms of authentication to increase the difficulty of compromising a system is referred to as 491 
multi-factor authentication. This is based on the three types of authentication: something you 492 
know, something you have, and something you are. In this document, multi-factor authentication 493 
will be considered a subset of multi-modal authentication.  494 

Multi-factor authentication often references a smartcard token with the user entering a password 495 
or PIN to unlock the smartcard. Indeed, there has been much discussion as to whether it would 496 
be stronger if the password or PIN were not used to unlock the card but rather as a separate 497 
authentication. However, this is not the only type of multi-factor authentication, and there is 498 
ongoing research into a wide range of methods that may be used either as one-time per session or 499 
as a continuous monitoring authentication system [5]. 500 

While it is easy to understand that each additional factor should increase the strength of the 501 
authentication, it appears to be an oversimplification. The greater security strength of one factor 502 
may appear to make the other unnecessary or overly expensive. Factors that should be 503 
considered include offsets of known vulnerabilities or exposures, as well as impacts on usability. 504 
As an example, it has been noted that when using a two-factor mechanism, such as a time-505 
varying apparatus and a pin, users often select a weak pin. By relying heavily on the time-506 
varying component and not being zealous with the ownership of the device, the overall strength 507 
may not be justifiably increased.  508 

Multi-modal authentication can add flexibility to many of the authentication systems in use 509 
today. With the additional capabilities of modern mobile devices and workstations, as well as the 510 
use of distributed networks, more options can be weighed. When supporting multiple types of 511 
devices, authentication may be considered not just for its added strength but also for usability. 512 
The implementation may impact the susceptibility for compromise as well as the usability for the 513 
user. Through the selection of appropriate multi-modal authentication, it may be possible to 514 
address several different environmental vulnerabilities while maintaining a robust posture. 515 
Additional considerations should include how they are integrated, architected, and managed. 516 
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3.1.2.4.1 Attributes  517 

The addition of certain attributes can also aid in strengthening the authentication process. 518 
Prescribing the user environment in any meaningful manner may provide greater confidence. 519 
Attributes may be used for authentication, authentication and authorization, or just authorization, 520 
depending on the mechanisms of each and how compartmentalized the access may need to be. 521 
More information about attributes used in authorization is available [6]. 522 

Time  523 

Authentication gated on certain days of the week or hours of the day has been supported in many 524 
systems but is seldom utilized. Similarly, organizations may choose to disable authentication for 525 
certain users during vacation or extended illness. Time limits are often employed and coupled 526 
with activity monitors to minimize exposure of accessibility if it appears that the user has 527 
abandoned the access. Time limits may be implemented in authentication, authorization, or both.  528 

Location 529 

Additional verification may be gained by attributes related to geographical location. Physical 530 
locations may include GPS, proximity sensors, and internal (controlled) IP addresses. Logical 531 
locations may include identified or expected IP address, expected time to respond, or trusted 532 
VPN. The number of simultaneous logins may also be a gating factor, though it is now used less 533 
often due to the number of devices that users access on a daily basis. 534 

3.1.3 Domain: Machine-Machine   535 

Another domain under the confirmation class is machine-machine authentication. This is often 536 
used for organizational or network system authentication, such as workstation and mobile device 537 
network connections, VPNs, or business to business communications. Early implementations 538 
often depended on shared secret keys, but it was difficult to protect the keys. Machine-machine 539 
based authentication is often based on a cryptographic scheme, such as PKI or other key 540 
agreement or key negotiation scheme. Single-sign-on schemes that support multiple 541 
authentications for a user after the initial user login should also be considered in this domain. 542 

Machine-machine authentication is used to: 543 

• Authenticate across a communications link 544 
• Support a trusted devices network 545 
• Support an automated (cached) human-machine authentication 546 
• Provide other authentication data, such as location (example enterprise access to services) 547 
• Provide trusted services (e.g., DNS, NTS, location, etc.) 548 

Additionally, machine-machine authentication:  549 

• Is usually cryptographic in nature 550 
o Often uses NIST-recommended protocols (e.g., IPSEC, TLS) 551 
o Uses either a pre-shared (symmetric) key or a digital signature 552 

• Is set up by an administrator 553 
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• Is often transparent to the user 554 
• Can be a cached human-machine authentication  555 
• Can link temporally (recurring or not) or can be self-checking (see attestation)  556 

3.1.4 Domain: Human-Human  557 

The final domain in the confirmation class is human-human authentication. This is often used 558 
when a user is not able to gain access through the human-machine system. It is considered the 559 
easiest target and most susceptible to attack, primarily by social engineering. If the information 560 
used as authenticators is not sufficiently protected, the authenticator “database” becomes another 561 
source of attack.  562 

There are two primary uses for human-human authentication. In the first case, an identity is 563 
established through credentials from other approved sources. This is typically done through 564 
identity management and is not associated with authentication as it is used here. An important 565 
aspect of this identity management human-human authentication is that the credentials, though 566 
provided by the user, have been authenticated from recognized sources outside of the 567 
authentication scheme. 568 

The most common use for human-human authentication is as a backup system when the primary 569 
authentication mechanisms are either failed or locked out. When used as a backup system, the 570 
authentication relies on cached data—information that is typically given by the user for the 571 
purposes of reestablishing the identity of the user. When considering the strength of an 572 
authentication system, the backup system should also be considered. The human-human 573 
authentication can be quite costly due to the staffing involved. The use of user email addresses as 574 
a point of communication for reset information may mitigate some attack and cost issues. For 575 
these reasons, other methodologies such as text messaging through outside networks have 576 
become popular automated tiered mitigation techniques to human-human authentication.  577 

3.2 Class: Attestation 578 

Another class of authentication is attestation, which authenticates an object rather than an entity. 579 
A common example may be to hash a file to verify later that it has not changed. There appears to 580 
be a much wider spread of assurance requirements for attestation for many reasons, such as that 581 
the objects may be additionally protected by IAA mechanisms. Many of the same components 582 
and mechanisms are similar but not used for the same purpose. Currently, only one domain—583 
attribute—has been identified, but this is expected to grow. 584 

3.2.1 Domain: Attribute 585 

This domain confirms an object by verifying an attribute of the object. To acquire some property 586 
of the object, reliance on an application or OS is typical due to operational constraints. While an 587 
attestation can be as simple as a CRC check, the assurance often relies on a cryptographic 588 
operation, such as a predetermined seed or key, to make it more difficult to substitute a new 589 
object and determine a new value. Many of the types of mechanisms used for machine-machine 590 
confirmation authentication may also be used in attribute attestation authentication. 591 
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Attributes should be selected such that the greater the confidence needed, the more difficult it is 592 
to change the object without being able to detect the change in the attribute. This does not 593 
necessarily mean that other attributes cannot be permitted to change. As an example, a keyed 594 
hash [7] or a digital signature [8] of a file can ascertain if the file remains unchanged, but it does 595 
not prevent a user from changing the association of the file by changing the extension of the 596 
filename. Simpler indications of a suspected file change may be sufficient, such as a change in 597 
date, a change in file size, or a dynamic measurement (e.g., monitoring a log file to make sure it 598 
only increases in size). Monitoring multiple attributes tends to increase the confidence attained 599 
when there are complex assurance requirements. While cryptographically defined attributes 600 
provide a significant amount of strength compared to other methods, they may not be able to 601 
characterize the object as needed. 602 

The object most often used as the basic block for attestation is a file. In this document, a file may 603 
be a data file, an executable, or a collection of disassociated files grouped together by directory, 604 
compression process, memory location, or other compilation process. The file may be evaluated 605 
in dynamic memory or in storage. Hardware often has a collection of one or more software or 606 
firmware files that are verified at startup as a part of initialization. The identifying authentication, 607 
such as a digital signature, is stored as a separate segregated part of the file or externally in a 608 
protected area. Three families of attribute attestation are encryption, storage, and watermarking. 609 
The family depends on the focus of the attribute rather than the mechanism used. 610 

3.2.1.1 Family: Encryption 611 

3.2.1.1.1 Category: hashing 612 

Hashing is often used to identify data that has not been changed since the hash was taken. 613 
Hashing is typically chosen when the use of the file is permitted but changes to the file are not. 614 
Once a hash is generated from the file, the resulting information cannot be reversed, and the 615 
“fingerprint” size is reduced to a length dependent on the hash algorithm. Protection of the hash 616 
is important to prevent the file from being changed or a new hash generated to replace the old. 617 
Protection of the hash can include secured storage or hashing the data combined with a secret 618 
key.  619 

Digital signatures 620 

Digital signatures provide verification that a file has not been changed. Typically, this type of 621 
attestation hashes the file of interest before encrypting the hash with a digital signature that can 622 
be traced back to the user and the certificate authority. Two major forms of digital signatures are 623 
DSA and PKI. However, Merkle signatures schemes are often used for blockchain protection 624 
against change. 625 

Symmetric encryption 626 

If it is not necessary to have unrestricted access to the file of interest, encrypting a file can also 627 
be used to ensure that it has not been unknowingly changed. Any changes to the encrypted file 628 
will result in the encryption being broken and non-recoverable unless the change is identified and 629 
reversed. This is especially useful for data transfer, which may include encryption prior to 630 
transfer or a transport scheme such as TLS or SSH.  631 
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3.2.1.2 Family: Storage 632 

This is one of the few attestation attribute methods that does not necessarily rely on cryptography 633 
for protection but rather on separation from the object. Attributes may be stored separately from 634 
the object, usually under an IAA protection scheme or in a format that cannot be easily changed, 635 
such as using a keyed hash or similar mechanism. Some assurance products depend on attribute 636 
storage as a means of managing user or network systems. 637 

3.2.1.3 Family: Watermarking 638 

Watermarking differs from the other attestations in that it is typically focused on the 639 
representation embodied by the data rather than on the data itself. For example, a digitized color 640 
photograph is often not recognized by looking at the data. However, when the correct structure 641 
for the data is provided, the image can be displayed. In the same way, watermarking typically 642 
creates an embedded object on the representation of the data, such as an image. There are many 643 
uses for watermarking, including identifying protected work in an obvious or hidden manner, 644 
maintaining marking when copied or adjusted, or becoming obvious when the image is copied. 645 
While watermarking is not necessarily cryptographic, cryptography is often used to prevent 646 
manipulation of the watermark. 647 
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4 Properties 648 

Several properties were observed in the creation of the taxonomy. Confirmation and attestation 649 
use many of the same authentication mechanisms. However, they are used very differently 650 
between the identity management, authentication, and authorization (IAA) process and the object 651 
management, authentication, and (sometimes) authorization (OAA) process. The authentication 652 
mechanisms between humans and machines have exposed the need to better understand trust 653 
relationships.  654 

4.1 Overview of the IAA process for Confirmation 655 

 656 

Authentication is a component of the IAA process, as shown in Figure 5. The IAA process 657 
consists of three unique tasks: identify, authenticate, and authorize. Historically, an IAA process 658 
was typically implemented as a single monolithic solution. Given the lack of any standards, the 659 
developer used best practices to provide a solution that combined the authentication and 660 
authorization components, leaving much of the identity management to the organization as a 661 
manual process. Some IAA process designs, such as Kerberos[9], were verified using formal 662 
methods to give a high assurance of proper design. Many solutions, however, were developed or 663 
modified for a specific environment with little or no formal process evaluation. 664 

Each component of the IAA process should be defined with a common set of requirements 665 
applicable to all products. These requirements include assurance in the deployment and 666 
management of the systems. In this way, vendors can provide products that deliver focused 667 
solutions that are amiable to the other components. System integrators and those responsible for 668 
operational assurance can then better understand the requirements of the systems and deliver 669 
manageable, secure solutions by procuring products appropriate to their needs.  670 

4.1.1 Identity Management (IM)  671 

Entity authorization systems and object authentication systems are typically separate. However, 672 
both support similar requirements. The purpose of identity management is the issuance or 673 
adoption of a digital identity that is logically tied to a physical entity. The physical entity is based 674 
on the receipt of identification credentials from trusted parties, such as a passport, license, or 675 
organizational registration. The digital identity is an artifact produced to establish a presence on 676 

 Figure 5 - IAA process 
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the systems of interest. It is this digital entity that the authentication gates and that the 677 
authorization component permits or restricts once authenticated.  678 

The assurance of trust for the physical entity is usually related to the amount and quality of the 679 
third-party documentation, whereas the assurance of trust for the authentication of the digital 680 
entity is relative to the strength of the authentication used and the protection level of the 681 
resources to be accessed. Assurance of trust for both should be considered when designing and 682 
maintaining a system. In addition to the identity concerns, IM must communicate with both the 683 
authentication and authorization components to enforce the digital entity entitlements.  684 

IM can be performed by a small, weak organizational component or be a formal entity. Examples 685 
may include a website administrator, a human resource department or manager, or a joint, multi-686 
faceted umbrella organization. The IM sets the requirements for sufficient proof of identity for a 687 
user. Once the IM is satisfied that it has sufficient information, it will create a digital entity and 688 
enroll the virtual entity as some level of operator, directing the system’s accesses on where and 689 
in what manner to provide access or support. The IM may direct facility and system 690 
administrators to enroll users in authentication systems or enroll the user directly. If done 691 
directly, the IM may issue the user a token, such as a PIV card, that permits access to any system 692 
that recognizes the IM as an authority. The IM may also be part of a federated or hierarchical 693 
network that manages user permissions beyond directly controlled assets.  694 

Efforts such as the National Strategy for Trusted Identities in Cyberspace1 (NSTIC) and REAL 695 
ID2 provide insight into the capabilities and challenges of identity management. FutureID[10] is 696 
another large identity management effort by which credentials are used by credential 697 
transformers to create additional credentials. Though the lexicon differs, the management of 698 
identity is basically the same.   699 

Of paramount importance to authentication is the communication and agreement between 700 
identity management and the authentication. At a minimum, communication between IM and 701 
authentication should support request permission, revocation, and acknowledgement of requests. 702 
In addition, if the hardware, software, or process that represents the entity is provided by the IM 703 
authority, parameters must be coordinated between IM and authentication to enable or update 704 
usage. In some cases, multiple authentication mechanisms must be managed simultaneously for 705 
independent multi-factor authentication mechanisms. This management must be interfaced into 706 
the IM controls. 707 

Identity management may also communicate directly to authorization providers to manage 708 
access control parameters. As technology becomes increasingly complex, it is envisioned that the 709 
level of trust may be dependent on the type and number of authentication mechanisms, which 710 
may lead to dynamic trust levels. These trust levels and the resultant authorization must be 711 
communicated to the authorization provider, often following the governance of the IM.  712 

 

1 See http://www.nist.gov/nstic/.  
2 See https://www.dhs.gov/real-id-public-faqs.  

http://www.nist.gov/nstic/
https://www.dhs.gov/real-id-public-faqs
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4.1.2 Authorization 713 

The last step of the IAA process is the enforcement of permissions: authorization. Upon receipt 714 
of a successful report from the IAA authentication component, authorization permits the digital 715 
entity access to execute programs or manipulate information. Often, the permissions offer some 716 
granularity, such as read-only, permission to execute, or allow the entity to edit the information.  717 

The controls and constraints of authorization are addressed through role-based access control 718 
(RBAC) and attribute-based access control (ABAC) implementations. Mandatory access control 719 
(MAC) and discretionary access control (DAC) were early implementations of access control 720 
that either denied all unless allowed (i.e., MAC) or permitted all unless denied (i.e., DAC) [6]. It 721 
is not uncommon for data centers to manage access control implementations that are dependent 722 
on the operating systems controlling them. It should be noted that the above-mentioned controls 723 
are under the IAA component of authorization. 724 

Communications between components focus primarily on allowing or denying a digital identity 725 
access. In conjunction with authorization, identity management permits or denies access to 726 
digital entity. Future developments may facilitate multiple authentication trust levels and are 727 
likely to place a heavier burden on the facilitation and management of authorization. 728 

4.1.3 Authentication 729 

The purpose of authentication is to confirm a digital identity through the manipulation of a 730 
hardware, software, or process that represents the entity. The identity represented is defined by 731 
identity management and communicated along with necessary information—often, just a 732 
permission—to the organization responsible for the authentication component. Upon successful 733 
manipulation of the hardware, software, or process representing the entity, the authentication 734 
component communicates to the authorization component a confirmation or denial to permit 735 
access. 736 

Authentication of a digital identity is enabled by identity management. IM does this by either 737 
providing to the authentication component or requesting that the authentication component 738 
provide the hardware, software, or process. Costs of the provisioning of the authentication 739 
component may be a deciding factor. However, final permissions to or disallowing of (such as 740 
revocation) authentication for each digital identity are provided by the IM.  741 

Authentication may disallow further attempts of authentication when a failed attempt threshold is 742 
exceeded. When the entity fails the authentication, the authentication owner decides whether the 743 
entity must authenticate through a different, typically separate process. As an alternative, the 744 
authentication mechanism may wait before allowing the entity to re-authenticate. The 745 
mechanism may increase the waiting period with each failed attempt before finally locking. 746 
Operational and time sensitivity may dictate the choice of re-authentication. 747 

Communication with authorization is also required. While access oversight is typically 748 
administered by IM or the authorization management, an indication of success or failure is 749 
typically provided to the authorization mechanism by authentication. If multi-factor 750 
authentication is used, the outcome of each mechanism may be reported separately or as a single 751 
outcome depending on the sophistication of the authentication, IM, and authorization 752 
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management. In some cases, attributes such as location may also be passed to the authorization 753 
component.  754 

An important aspect of authentication is providing assurance that the mechanism prevents others 755 
from gaining access. Assurance is a variable, not an absolute, and the strength of authentication 756 
is its primary driver. Current authentication strengths are dependent on the type of mechanism 757 
used: biometrics depend on low false positives; passwords depend on unsuccessful guesses; and 758 
PKI implementations depend on strong public and private keys. However, these do not easily 759 
allow for comparison of the strengths of the mechanisms. Different authentication mechanisms 760 
have different balances of environmental factors, making the choice of authentication mechanism 761 
not solely a matter of the strongest or the most usable for every installation. There is no agreed 762 
upon methodology to compare the relative assurances of today’s authentication mechanisms. 763 

The hardware, software, biometric source, or knowledge under the control of the user is often 764 
referred to as the token or authenticator. It can take many different forms depending on the 765 
authentication process and the mechanisms used. In human-machine authentication, there are 766 
three basic forms that are often discussed: something you know, something you have, and 767 
something you are[11]. While these are not directly associated with authentication strength, the 768 
combination of these differing forms of authentication have historically been used to increase 769 
trust in the authentication process.  770 

This section has discussed the IAA process for confirmation. Attestation is part of a similar 771 
process; however, it is not the same. Table 1 provides a high-level comparison of the two 772 
processes. Further information about the process when using attestation is provided in the next 773 
section. 774 

Table 1 - IAA Confirmation vs. OA Attestation 775 

 Identity Management Authentication Authorization 

Confirmation Validate entity docs 

Manage entities 

Affirm virtual identity Manage virtual 
identity rights 
to objects 

    

Attestation Manage Objects 

Manage IM and Object 
Credentials 

Verify Object Goodness Authentication 
might gate 
object execution 

    

4.2 OA process for Attestation 776 

The OA process provides assurance that an object is as expected by using attributes of that 777 
object. The process consists of two components: object management (OM) and authentication. 778 
Each component has a common set of requirements, which include assurance in the deployment 779 
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and management of the systems. The OA process examples include data replication for multi-780 
instance systems, such as banking or data transfer for warehousing, and typically exists inside of 781 
a system implementing an IAA process.  782 

The amount of trust for the object is dependent on the selection of one or more object attributes 783 
and the environment, whereas the assurance of trust is relative to the strength of the 784 
authentication used to verify the object elements. Requirements for assurance of trust for each 785 
should be considered when designing or maintaining the OA system. OM and authentication may 786 
be combined or separated depending on the OA design. However, they must communicate with 787 
each other, even if separated, to manage entitlements.  788 

4.2.1 Object Management 789 

Object management provides oversight of the program or scheme to manage the trust of object 790 
embodiments. OM may either issue or delegate the issuance of an artifact to the authentication 791 
mechanism. If delegated, the authentication implementation is responsible for the creation of the 792 
artifact used to confirm object attributes. OM may also be responsible for identifying a specific 793 
version of an object or the retirement of that object in systems such as those that support version 794 
control.  795 

OM can be performed as a stand-alone procedure, as part of an application, by a small 796 
organizational component, or as part of a federated system. Examples include applications 797 
supporting protected worksheets, applications monitoring operating system files, agencies 798 
supporting a standards library, or a database supporting worldwide banking. The OM sets the 799 
requirements for sufficient proof for the object. The OM may direct apps, users, or facility and 800 
system administrators to enroll objects, or it may enroll the object directly. The OM may direct 801 
authentication artifacts to be stored in places that restrict access, or it may direct that the 802 
enrollment material be embedded within an object container. The OM may also be part of a 803 
federated or hierarchical network that manages objects beyond directly controlled assets.  804 

The communication between OM and authentication should support, as a minimum, request 805 
permission, revocation, and acknowledgement of the request. In addition, if the hardware, 806 
software, or process representing the object is provided by the OM authority, parameters must be 807 
coordinated between OM and authentication to enable or update usage. In some cases, multiple 808 
authentication mechanisms must be managed simultaneously for independent, multi-factor 809 
authentication object attributes. This management must be interfaced into the OM controls. 810 

Object management may also communicate directly to IAA providers to manage access control 811 
parameters. As complexity increases, the level of trust may be dependent on multiple 812 
authentication object attributes. This may lead to dynamic trust levels. These trust levels and the 813 
resultant authorization must be communicated to the authorization provider, often following the 814 
governance of the OM.  815 

4.2.2 Authentication 816 

Authentication of an object is based on verification of one or more aspects of an object. The 817 
verification artifact produced from the authentication mechanism on one or more aspects of an 818 
object establishes a credential for the object of interest. It is this digital artifact that is used for 819 
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the basis of the authentication processes, and it is typically protected. When authentication of the 820 
object is required, the authentication uses the digital artifact to validate the object to the 821 
assurance level determined by the choice of attribute selection and the authentication method 822 
used. 823 

4.2.3 Authorization 824 

Authorization is not considered part of the OA process but may be necessary for the management 825 
of an object. The authorization is done under the IAA process since an entity is given 826 
authorization permissions, whereas no case has been made to date that an object may need 827 
different authorizations. Upon receiving a successful report from the IAA authentication 828 
component, authorization permits an entity access to execute programs or manipulate 829 
information. Often, the permissions offer some granularity, such as read-only or permission to 830 
execute, or they allow the entity to edit the information once sufficient confirmation and 831 
attestation authentication have been achieved.  832 

4.3 Trust relationships in Confirmation Authentication 833 

Confirmation is based on at least one trust relationship. To identify and compare ways to 834 
authenticate, it is necessary to understand the trust relationships and define the common 835 
properties needed to support those relationships. The interweaving of authentications, such as 836 
those in federated systems or cloud computing, can obfuscate trust relationships. A single 837 
human-machine authentication may depend on several established machine-machine 838 
authentications, each of which is also a trust relationship. This section breaks down normal 839 
authentication processes into trust relationships and considers why they are established.  840 

A successful authentication represents a trust relationship with sufficient confidence between 841 
parties. As an example, a simple handshake between people in an office environment may begin 842 
an introduction between the two parties, with one or both known as being associated with the 843 
organization. This provides a degree of confidence, and the organization is the identity manager. 844 
Similarly, an introduction in a public gathering may establish a relationship between an audience 845 
and a speaker or a choir. In daily life, these meetings appear as social norms. The amount of trust 846 
depends on the organization, the purpose of the exchange, the people involved, and the 847 
recognition of the participants. 848 

4.3.1 Assignment Considerations 849 

Digital authentication emulates real-life situations, whether it is human-machine or machine-850 
machine authentication. However, social norms in the digital world are still being established, 851 
such as the digital handshake—a process that completes a negotiation and reaffirms trust. A 852 
digital handshake can be used to represent an individual but can also represent a more generic 853 
group of individuals, such as a role. A salesperson or service professional might be a real-world 854 
example of a role. Typically, role-based authentication is not considered as strong as an 855 
individual credential. In the role-based entity, it is one of several who share a credential, whereas 856 
the individual credential represents one specific entity. The strength of the mechanism used for 857 
authentication should not be confused with the strength of the role-based or individual-based 858 
authentication credential. 859 
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4.3.2 Links of Trust 860 

Whether a credential is used by one person or many corporations, there is also a question as to 861 
how many authentications are being processed when establishing a communications link. For 862 
example, a brick and mortar store is usually easily identified, but shoppers are often anonymous 863 
until they decide to purchase. In a case where each entity of a two-way communication needs 864 
assurance of the other—perhaps the store has special pricing for store card holders—mutual 865 
authentication is sufficient. When multiple authentications must occur, such as in a credit card 866 
purchase, a multi-tiered authentication trust model is often necessary. This section addresses 867 
methods for establishing or re-establishing digital trust relationships. 868 

4.3.2.1 One-Way Trust Authentication 869 

One-way authentication is used when only one party needs to establish credentials, such as when 870 
a user or administrator logs onto a stand-alone workstation. When a user has an account on a 871 
workstation, the user must present a set of credentials that match one of the accounts that has 872 
been set up on the system. The user has no digital trust that the machine is the correct machine. 873 
However, the machine has confirmed a credential of the user.  874 

In some circumstances, the system may be set up for multiple operators to access devices with 875 
the same credentials. The is referred to as role-based authentication. Typically, the authentication 876 
is the same as it would be for identity-based authentication. However, the IM has permitted 877 
several operators to share the same credentials (e.g., the administrators of a set of network 878 
routers). Though role-based authentication is losing popularity, it still exists and should not be 879 
confused with role-based access control (RBAC), which refers to controlling the access 880 
permissions of an authenticated operator rather than who can use the authentication process. 881 

In web-based systems, it is common for the trust model for the workstation discussed earlier to 882 
be reversed. This is especially important because when using the internet, the user has no 883 
assurance that they have reached the correct machine. In this case, the user does not log in, but 884 
the server can be validated using a PKI TLS-based solution or similar. In Figure 6, a one-way 885 
authentication is represented by visiting a secure website that uses a certificate (the successful 886 
authentication is typically indicated by an icon on the browser) to verify the server and then 887 
negotiate security functionality. It is important to note that the server has little knowledge of the 888 
user since the user is not required to log in to maintain the connection.  889 

 890 

Figure 6 - One-way Authentication 891 

 892 
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4.3.2.2 Mutual Trust Authentication  893 

Mutual authentication is typically used to validate both entities in a conversation. For example, if 894 
a shopper wishes to buy something from a store, they authenticate to the store through an 895 
account and/or payment, creating levels of trust in each direction. In this example, there are 896 
usually two different authentication methods. However, a single mechanism supporting mutual 897 
authentication is common. 898 

Often, enterprises want stronger authentication when employees access services from outside of 899 
the corporate network. In that case, they might use a mutual TLS session, which is often 900 
considered to have a higher assurance due to the user obtaining a certificate that has been issued 901 
by the same or recognized certification authority.  902 

 903 

Figure 7 - Mutual Authentication 904 

Mutual authentication is demonstrated in Figure 7. Both the user and the server have valid 905 
certificates so that they may authenticate each other through something like the TLS protocol. 906 
While there are other ways to perform mutual authentication, this is a good example of how the 907 
same authentication mechanism can be used for both parties. 908 

Federated vs Hierarchical 909 

The above discussion of mutual authentication has an important aspect to it: a hierarchical 910 
structure can be traced back to a primary server. PKI services are often managed in this manner, 911 
with the primary server identified as the certificate authority. However, a single authority is not 912 
the only structure that can be used. Federated systems may have several central servers or 913 
elements. While this can become quite cumbersome, it may make providing services easier. 914 
Browsers often support multiple hierarchical PKI services, which in turn support a simple form 915 
of federated authority systems. 916 

4.3.3 Multi-Level Trust Authentication 917 

Multi-level authentications are achieved by a combination of one-way and mutual trust 918 
relationships. Using a previous example, it is typical for a server to provide SSL protection using 919 
the server certificate when purchasing. The browser supports the user protection by checking for 920 
a valid credential from the online storefront. However, the store vendor does not know who is 921 
browsing unless they log on with some credentials, such as a username and password. An online 922 
purchase with a credit card presents a very complex set of relationships. 923 
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Figure 8 depicts three trust relationships with three different authentication types. Authentication 924 
using PKI certificates is indicated in every entity apart from the user. To make a purchase on a 925 
website, the user may log in with a username and password or a similar mechanism for the 926 
storage of user information, enhancing the convenience of the user and providing additional 927 
assurance to the shopkeeper. Either as part of that information or separately, the shopper’s credit 928 
card information is used as an authentication mechanism to transfer money from the user’s 929 
account to the merchant’s account. This process uses multiple connections and relationships—930 
including the credit card clearinghouse, the merchant’s bank, and the shopper’s bank—to 931 
manage and verify accounts and fees. 932 

Trust relationships form the basis for authentication paths. The assurance necessary to support 933 
the needed IAA process can only be assessed by following each relationship with the 934 
authentication path. The trust relationship begins with identity management and ends with 935 
authorization. However, it is the mapping of those relationships during authentication that 936 
provide much needed assurance. 937 

4.4 Trust Relationships in Attestation Authentication 938 

Attestation is typically based on only one trust relationship; the object is the same as what was 939 
expected. The selection of the attribute used for “what was expected” is important as it provides 940 
the uniqueness of the attribute and may constrain the methods of protection that are reasonable 941 
for the comparison artifact. For example, a filename and date may be perfectly adequate to 942 
specify a file, but they give little assurance as it would not be hard to change the contents of the 943 
file. However, hashing a file might be a clever way to affirm that the file representing an object 944 
did not change, and digital signatures are sometimes used to verify a part of an object. In other 945 
cases, some files (e.g., log files) are expected to change but typically should only increase in size 946 

Figure 8 - Multi-path authentication 
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unless audit material was removed (i.e., tampered with). Focusing on what a data set might 947 
represent instead of what it is may move the evaluation of trust in a different direction. Some 948 
objects may appear as random information unless processed, such as in a digital picture. The 949 
importance may not be in the “file” aspect but rather in the display aspect, so watermarking may 950 
be more appropriate for identifying the display of the original versus copies obtained from 951 
entities other than the original source object.  952 

The trust of these objects depends in large part on the management that should understand the 953 
purpose of the object, the manner of establishing trust, and the amount of trust needed. 954 
Authentication provides the amount of trust and depends on several things: the aspect of an 955 
object, the uniqueness of the artifact generated, the strength of protection provided by the 956 
artifact, and possibly the network protection—though it is outside of the OA’s control—provided 957 
by the authorization of an IAA system. OM would select the aspect of the object, which would 958 
impact the uniqueness of the artifact. The strength of the authentication determines the strength 959 
of the artifact protection. The host IAA system, if available, limits access to the object and can 960 
increase the trust.  961 

4.5 Basic Mechanism Components  962 

While the primary function of authentication is to investigate the entity’s credential, the schemes 963 
necessary to do this vary depending on the delivery mechanisms used to communicate between 964 
the user authentication evidence and the system doing the evaluation. Key aspects of 965 
authentication may have environmental considerations dependent on the region. For example, a 966 
remotely implemented sensor that needs to communicate across several networks will also need 967 
a more sophisticated implementation than that of one directly connected to a non-networked 968 
device containing internal storage. Special considerations may be noted for application, local 969 
platform, internal network, web, and cloud environments. While physical security has been relied 970 
upon for local implementations, protection across networks is commonly provided using 971 
encryption technologies. In general, as authentication mechanisms are used across greater 972 
distances and multiple platforms, more diverse implementations and interactions are needed for 973 
stronger, versatile protection. Five basic components have been identified in the mechanisms: 974 
identity representation, sensors, communications, storage, and processing.  975 

4.5.1 Identity Representation 976 

Identity representation is the information or hardware that the entity or object presents for 977 
authentication. Examples include PIV cards, passwords, time-synched number generators, a face, 978 
a finger, or an equivalent object, such as a hash or signature. These are typically provided to the 979 
sensor. 980 

4.5.2 Sensors 981 

The authentication sensor provides the connection between the user and the system, representing 982 
the system. Examples of sensors for authentication could be a keyboard for passwords, a 983 
smartcard reader for PIV, a camera for facial recognition continuous authentication, or an IP 984 
address for location. Location services, such as GPS, may also be used as sensors to supplement 985 
authentication information. Considerations in the choice of apparatus and location may include 986 



NISTIR 8344 (DRAFT)  ONTOLOGY FOR AUTHENTICATION 

 25 

mitigations of issues caused by false acceptance, bypassing or replacing, skimming, wear, 987 
passive sensing, or abuse. 988 

4.5.3 Communications 989 

Communications provide the link between the location of the entity or object and the location of 990 
the authentication system, linking between the authentication service and those of IM, OM, and 991 
authorization. The links are often protected by an encrypted tunnel, though alternate methods 992 
may be acceptable. Encryption methods that are typically used for normal, secured 993 
communications are also utilized for authentication and often have separate authentication 994 
services for control of the authentication system being protected.  995 

4.5.4 Storage  996 

Secure storage is one of the most critical elements of authentication mechanisms. Hackers have 997 
access to collections of compromised passwords and user information acquired through the 998 
exploitation of security flaws or misconfigurations in actual systems. Most of these vulnerable 999 
systems used little or no encryption protection, allowing hackers to access authentication server 1000 
databases. This has demonstrated that layers of protection are important. Even protecting each 1001 
password by a fixed keyed hash can be insufficient because, once acquired, the attacker has time 1002 
and access to sufficient computational power.  1003 

The storage of private data is crucial to every form of authentication, and some biometric data 1004 
could result in permanent losses if compromised. Schemes like fuzzy vault may provide 1005 
protection for biometrics. However, these often lack the scrutiny of other forms of protection, 1006 
and malware may compromise even well-crafted protection mechanisms. Secure storage is best 1007 
addressed by supporting multiple layers of protection with proper assurance controls.  1008 

4.5.5 Processing 1009 

Historically, authentication has been primarily on server level equipment. Certainly, there are 1010 
authentication mechanisms that require moderate to fast processing power when used at the 1011 
number of authentications needed; for example, cloud computing is seen as escalating 1012 
complexity and volume requirements. However, in trying to protect smaller communication 1013 
channels, such as for IoT devices, other limitations posed on the processing require 1014 
consideration, such as low power and memory constraints. Additionally, newer authentication 1015 
methods, such as continuous authentication, may require some additional processing for multi-1016 
modal analysis and decision making, even at the mobile level of processing.  1017 
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5 Building and Maintaining Authentication 1018 

One of the biggest factors in deciding which type of authentication mechanism to deploy in a 1019 
new system is the appropriateness or suitability of the mechanism. Historically, the system was 1020 
tied to a mainframe or networked workstations, and system designers could optimize 1021 
authentication controls in a rather well-defined environment. While it is still considered easier to 1022 
implement authentication in a well-defined and secured environment, most of today’s 1023 
environments are constantly changing and often openly accessible. Mobile device integration and 1024 
other concerns are making the environmental extremely diverse. The implementer and 1025 
management can address most common issues by considering four major categories: security, 1026 
deployability, usability, and manageability. 1027 

Security focuses on common environmental aspects that an attacker can use to compromise a 1028 
user’s credentials. It addresses being in proximity to a user, such as overhearing a user vocally 1029 
give out a credit card number when contacting the bank. It also addresses an attacker using 1030 
techniques to remotely gain access, such as a guessing a password or tricking the user through 1031 
false emails to compromise sensitive information. 1032 

Deployability is focused on aspects of the process that are important to designers and 1033 
implementers. Deployment issues are often related to cost drivers of standing up or renewing an 1034 
existing capability. It addresses the selection of the user authentication and the resulting cost of 1035 
purchase, possible enrollment costs (separate from identity management enrollment), delivery, 1036 
policy creation, support establishment, and the creation and implementation of initial training for 1037 
users and support. 1038 

Usability focuses on two principal areas: the end-user experience and the support or 1039 
administrator experience. Usability is an important but often not addressed factor for successful 1040 
security implementations. Usability is an attempt to quantify the amount of effort that a valid 1041 
user must endure to achieve a goal, such as authentication. It has been reported that when the 1042 
barrier to security for valid users is too high, the users are often found to be highly effective in 1043 
subjugating the security. A simple example of this might be the user posting the password on the 1044 
monitor of the computer because the password was too difficult to remember. Since users’ 1045 
abilities often vary widely, sufficient usability is not easily defined. 1046 

Manageability is the final category and addresses the entire support effort necessary to maintain 1047 
and assure proper operation of the authentication process. Though deployability is charged with 1048 
the initial rollout of user enrollment, manageability includes ongoing provisioning, such as the 1049 
addition, removal, and maintenance of user accounts, as well as the policies and procedures 1050 
supporting them. As systems mature, policies and procedures must often change due to outside 1051 
requirements, including legislation, equipment resources, technology improvements, and support 1052 
for additional services.  1053 

Much of the framework for addressing these issues is based on [12], which discusses several 1054 
different types of authentication mechanisms. A separate consideration for manageability has 1055 
been added to address the resources necessary to maintain proper operation. Several 1056 
considerations for each of these categories are synthesized below, many of which should be 1057 
expanded upon and verified independently. To that end, the work should either support those 1058 
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chosen, possibly with adjustments, or should lead to the identification of additional or different 1059 
attributes and supporting characteristics. 1060 

5.1 Security Attributes 1061 

Security weaknesses can be grouped into social engineering, malware, misconfiguration, and 1062 
vulnerability. 1063 

Social engineering: 1064 

• Observation – Observation of user or user environment that is used to gain access 1065 
• Failover – Forcing a system to use other methods of gaining access 1066 
• Guessing – Unlimited attempts to retry authentication 1067 
• Strict following of guidelines – Policy guidance provides template, making attack 1068 

easier 1069 
• Data acquisition – Use of readers collocated with valid readers to skim, scan, or 1070 

record user data without interrupting the transaction 1071 
• Authenticator acquisition – acquisition of authentication hardware or software 1072 

devices; biometric, location, or time-sensitive data; or other evidence of 1073 
authenticity 1074 

Configuration vulnerabilities: 1075 

• Server evidence repository – Lack of sufficient protection to prevent being 1076 
acquired and attacked offline 1077 

• Communication observance – MITM attacks, replay attacks, keylogger 1078 

Information leakage (including privacy considerations): 1079 

• Packaging – Labeling/branding of card 1080 
• Help Desk – Information associated with user 1081 
• Reporting – Logging of access, including location, time, etc. 1082 
• Feedback – Display of entry information, audible information, identity, etc. 1083 

5.2 Deployability Attributes 1084 

Deployability can be grouped into accessibility, cost, and compatibility. 1085 

Accessibility: 1086 

• Disability considerations – Authentication meets user accessibility requirements 1087 
• Restrictions – Environment supports necessary safety requirements  1088 
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Cost: 1089 

• Acceptable cost per user – Cost for each user to be equipped, registered, and 1090 
managed  1091 

• Acceptable cost for risk – Cost is supported by cost of loss or loss of access 1092 
• Acceptable implementation costs – Costs are within implementation or renewal 1093 

budget, including recovery and re-enrollment 1094 

Compatibility: 1095 

• System – Works with system being protected, including platform, network, and 1096 
apps or plug-ins 1097 

• Organization – Includes management and policy administration 1098 
• Authentication can be scaled – For number of users, number of servers, 1099 

administration 1100 

5.3 Usability Attributes 1101 

Usability attributes are associated with effectiveness, efficiency, and satisfaction. 1102 

Effectiveness: 1103 

• Short authentication setup, delivery, service, and issue support 1104 
• User entry is not susceptible to errors, sufficient feedback to user 1105 
• Recovery requires minimal time and effort 1106 

Efficiency: 1107 

• Availability and ease of understanding authentication policies and procedures 1108 

Satisfaction: 1109 

• Light user requirements, no onerous memory requirements, no need to carry 1110 
token, etc. 1111 

• Accounting for other user authentication requirements, including non-associated 1112 
sites 1113 

• Integrated with user process workflow 1114 

5.4 Manageability Attributes 1115 

Considerations that address manageability concerns can be grouped into annual costs and long-1116 
term availability. 1117 

Annual Costs: 1118 

• Administrative support 1119 
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• Tokens 1120 
• IT support for communication, server, and storage 1121 
• Reader support and maintenance 1122 

Long-Term Availability: 1123 

• Tokens 1124 
• Readers or other sensors 1125 
• Server hardware and software 1126 

  1127 
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6 Metrology for Authentication 1128 

Historically, the strength of an authentication has been directly attributed to the encryption used 1129 
in the decision process. This does not apply to non-encryption-based human-machine 1130 
mechanisms, such as passwords or biometrics. Using the strength of the encryption as a measure 1131 
is an optimistic value. There are typically many design, implementation, maintenance, and 1132 
operational issues that drastically reduce the actual strength of the system. Further, having it 1133 
based only on the decision process encryption ignores any protection that was used for the 1134 
transfer of authentication information, any protection of secret data during storage, and any 1135 
implementation or configuration flaws that could result in compromise.  1136 

In authentication with a human-machine interface that is encryption-based, workarounds are 1137 
made to deal with human limitations. Users are often limited when it comes to remembering key 1138 
lengths of sufficient strength and the number of keys they would need to retain for the systems 1139 
that they access. Alternatives have been developed that are not based on humans remembering 1140 
encryption components directly but rather involve an additional step, such as “something you 1141 
have.” 1142 

For systems that support a human interface yet are not encryption-based, encryption may be 1143 
employed to add complexity to the system to make it more difficult for the attacker. For 1144 
example, alternative systems may be based on some form of password or biometrics. Much work 1145 
has been done within the human-machine domain in trying to determine security metrics for each 1146 
family of mechanisms, including the entropy of passwords, the false acceptance rates of 1147 
biometrics, and the key strength of PKI solutions. However, these measurements are not easily 1148 
compared across the different families. Yet again, there are several additional considerations. 1149 
User interface and the surrounding environments also affect security strength. These are usability 1150 
concerns and can easily compromise the authentication of an individual and the resulting access 1151 
that is granted.  1152 

Determining the strength of an authentication that incorporates a human interface is a 1153 
complicated process, even considering only one of the myriad implementations. Due to this 1154 
complexity, current standards for human-machine confirmation appear to address multiple levels 1155 
of security strength. However, there appear to be two solutions: anything or “two-factor” 1156 
authentication. To improve the ability to set requirements for authentication, a set of 1157 
measurements are needed to evaluate and compare authentication mechanisms and 1158 
measurements for security and usability.  1159 

6.1 Security 1160 

One of the most important aspects in selecting authentication mechanisms should be minimizing 1161 
compromise. While no specific methods of metrology for authentication have been identified to 1162 
date, some candidates are discussed below. It is not expected that all mechanisms demonstrate 1163 
high strength across all measurements. It is likely that multiple measurements will be necessary 1164 
to adequately address the overall posture of the service.  1165 
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6.1.1 Representation 1166 

This is a measurement of the linkage between the token and the entity being authenticated. It is 1167 
expected that the more closely the token can be tied to the entity, the higher the assurance. 1168 
However, the token must be selected in such a way that it can represent an aspect of the entity in 1169 
a manner that would not be confused with another. 1170 

6.1.2 Inimitable 1171 

This is a measure of the resistance of the token to being duplicated or otherwise compromised. A 1172 
compromise is often related to the type of authentication. It is the resistance to the compromise 1173 
that is important, not necessarily the specific compromise applied. As there may be multiple 1174 
applicable susceptibilities, the measure of the least resistance should be associated with the 1175 
security strength of the mechanism implementation. 1176 

6.1.3 Secure Delivery 1177 

This consideration should measure the protection of the token from the point of input by the 1178 
entity to the point of authentication assessment and the decision of the assessment to the 1179 
authorization management. Protection should address a combination of vulnerabilities from non-1180 
deliberate user compromise, substitutions, and omissions. There may be multiple points of 1181 
interface with the entities that may use multiple secure technologies, each of which should be 1182 
addressed. 1183 

6.1.4 Secure Storage 1184 

This is a measure of the protection of the reference information that the authentication 1185 
mechanism uses to verify the entity. The measure of protection should apply to both the active 1186 
storage and any backup storage. As different methods may be used, different measurements can 1187 
be expected. The protection level must be made commensurate with the maximum level of risk 1188 
for the entire system.  1189 

6.2 Usability 1190 

Usability focuses on human-machine authentications and is a relatively new concern for 1191 
authentication methods. Consideration for usability was pushed by Adams and Sasse [13], who 1192 
claimed that security without considerations for usability could no longer be a supportable 1193 
direction. It is difficult for most users to understand the cost of security, but they quickly 1194 
discover how it impacts them operationally. When faced with difficult or overwhelming tasks to 1195 
accommodate security requirements, users often utilize coping strategies that may weaken 1196 
security. Developers and implementers attempt to address the limitations of human capabilities 1197 
through the choices and policies of the authentication mechanism.  1198 

Operational processing requirements are seldom considered. Closer alignment of security 1199 
barriers to workflow will make it easier for users to support and adopt the imposed operational 1200 
requirements [14]. Measuring the usability of a process flow that contains authentication is more 1201 
representative of what the user must deal with in their environment. The greater the pressure of 1202 
time, obfuscation, or accuracy placed upon the user during authentication, the greater the chance 1203 
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of error. If it is possible to design the authentication to be aligned with the work and not the 1204 
obstacle to overcome to do work, there is a greater degree of usability. 1205 

Usability is often assessed by the extent to which users can achieve specified goals with 1206 
effectiveness, efficiency, and satisfaction in a specified context of use. While usability is a 1207 
critical component of security in authentication, it is often wrongly assumed that it has been 1208 
addressed in previous similar implementations. To date, most work in the assessment of 1209 
authentication usability has utilized a standard that addresses the usability of video displays, ISO 1210 
9241-11. Under IOS 9241-11, there are three areas of focus: satisfaction, which is a subjective 1211 
measurement, and effectiveness and efficiency, which can be calculated. These are likely to have 1212 
low correlation factors, according to [15]. If usability is measured in this manner, it should be 1213 
measured in all three areas.  1214 

Being effective is about doing the right things, while being efficient is about doing 1215 
things right. 1216 

6.2.1 Effectiveness 1217 

Effectiveness is a measure of the accuracy and completeness with which users achieve specified 1218 
goals. This measurement is often achieved by compiling operator errors, such as mistyping, 1219 
inserting cards backwards, or biometric errors due to user habits. Additional measures could 1220 
include the availability of aides, such as procedures and expectations, use of password safes, or 1221 
single sign-on implementations. 1222 

6.2.2 Efficiency 1223 

Efficiency is measured as the resources expended in relation to the accuracy and completeness 1224 
with which users achieve goals. Password vaults, written passwords, and the reuse of passwords 1225 
are examples that impact the efficiency of the authentication. Bitcoin’s level of effort to process 1226 
the blockchain is an example where efficiency is compromised to elevate security. 1227 

6.2.3 Satisfaction 1228 

Satisfaction is a goal to achieve freedom from discomfort and positive attitudes towards the use 1229 
of the product. The measurement of satisfaction is a qualitative measurement and, as such, is 1230 
more subjective. It may be less relied upon than effectiveness or efficiency in decision making, 1231 
but it is an important measure of the willingness of the user to support authentication. 1232 

6.3 Usability vs. Security 1233 

Several password authentication studies since Adams and Sasse  have noted what appears to be 1234 
an inverse correlation between usability and security. If this is an indicator for all types of 1235 
human-machine authentication, measurements in security and usability may indeed demonstrate 1236 
causal interactions. It seems reasonable that similar effects can be evaluated for all types of 1237 
human-machine authentication. If there is an association between usability and security, the 1238 
relationship may be demonstrated by visualizing these measurements. Figure 9 is an example of 1239 
how this data may be used to evaluate the trade-offs and gain a better understanding of the 1240 
relationship between security and usability.  1241 
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 1242 

Figure 9 – Security vs. Usability (Conceptual) 1243 
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Appendix A—Acronyms  1325 

Selected acronyms and abbreviations used in this paper are defined below. 1326 

IAA Identity Management, Authentication, and Authorization process  

IM Identity Management 

OA Object Authentication 

OAA Object Management, Authentication, (sometimes) Authorization process 

OM Object Management 

PKI Public Key Infrastructure 

SP NIST Special Publication 

TLS Transport Layer Security 
  1327 
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Appendix B—Glossary 1328 

The term definitions are included here to allow clarity throughout this document. Where 1329 
possible, a suitable external definition has been repeated, and the source document is listed. It is 1330 
hoped that these definitions will encourage communications when discussing the IAA process.  1331 

algorithm 
[16]  

A clearly specified mathematical process for computation; a set of 
rules that, if followed, will give a prescribed result. 

artifact For attestation authentication, the artifact is created by the OM or 
authentication component as a reference for validating the object 
attribute of interest. 

attributes Attributes are metadata to the information of interest. In 
confirmation authentication and authorization, an attribute is 
additional information, such as location, which may be necessary for 
successful authentication or authorization. In attestation, an attribute 
is information about an attribute previously sampled by an authority 
that is used to validate the object. 

authentication  One of the steps in the IAA process: identify, authenticate, and 
authorize. A component of the IAA process in which a token is 
tested. 

authentication mechanism A method of implementing authentication instantiation, typically 
based on a method of confidentiality. The authentication taxonomy 
is organized by the mechanisms used for a type of authentication.  

authentication reference The information kept by the service to validate the user’s token. 

authentication scheme Used in this document to characterize a mechanism or combination 
of mechanisms to implement authentication in an IAA process. 

authenticator 
[17] 

Something that the claimant possesses and controls (typically a 
cryptographic module or password) that is used to authenticate the 
claimant’s identity. This was previously referred to as a token. 

authorization A component of the IAA process in which an entity is permitted 
select physical or digital access after successful authentication. 

cryptology 
[18] 

The science that deals with hidden, disguised, or encrypted 
communications. It includes communications security and 
communications intelligence. 

digital entity A digital entity is a representation of an actual entity created by 
identity management. It is not the token that may be assigned to the 
digital entity for authentication. 
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hash 
[19 adapted] 

A function which maps strings of bits to fixed-length strings of bits, 
satisfying the following two properties: it is computationally 
infeasible to find for a given output an input which maps to this 
output; and it is computationally infeasible to find for a given input a 
second input which maps to the same output. 

IAA process A method used to allow a given entity one or more entitlements for 
digital or physical access or to accomplish a goal. In this document, 
the IAA process is implemented by the set of components: identity 
management, authentication, and authorization. 

identity management A component of the IAA process in which an entity is vetted and, if 
sufficient, either issues or permits a token for use in authentication. 

ontology Defines the organization, structures, properties, and interrelations of 
a complex idea or construct. 

privileged account 
[20] 

An information system account with approved authorizations of a 
privileged user.  

multi-factor authentication 
[17] 

An authentication system or an authenticator that requires more than 
one authentication factor for successful authentication. Multi-factor 
authentication can be performed using a single authenticator that 
provides more than one factor or by a combination of authenticators 
that provide different factors. 

multi-modal authentication Multi-modal authentication is defined as combining two or more 
human-machine authentication methods, whether initial or 
continuous, to increase the robustness of a system. 

privileged user 
[21] 

A user that is authorized (and therefore, trusted) to perform security-
relevant functions that ordinary users are not authorized to perform.  

properties The basic objects for building the ontology for authentication. 

protocol 
[22] 

A set of rules (i.e., formats and procedures) to implement and control 
some type of association (e.g., communication) between systems.  

system In this document, system represents a collection of concepts or 
implementations that can be considered stand-alone. 

taxonomy A scheme of classification for a subject. For authentication, the 
classification is broken down into a hierarchy of classes, domains, 
families, and categories. 

token Though token is used differently in many authentication standards, it 
is the hardware, software, or process that represents the entity in the 
authentication process. Because this term is used to represent many 
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different things in different authentication mechanisms, a different 
term is being sought. It is sometimes referred to as an authenticator. 

validation 
[23] 

Confirmation (through the provision of strong, sound, objective 
evidence) that requirements for a specific intended use or application 
have been fulfilled (e.g., a trustworthy credential has been presented, 
or data or information has been formatted in accordance with a 
defined set of rules, or a specific process has demonstrated that an 
entity under consideration meets, in all respects, its defined attributes 
or requirements). 

verification  
[23] 

Confirmation, through the provision of objective evidence, that 
specified requirements have been fulfilled (e.g., an entity’s 
requirements have been correctly defined, or an entity’s attributes 
have been correctly presented; or a procedure or function performs 
as intended and leads to the expected outcome. 

 1332 
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